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Effect of a Heat Flux Spike on the 
Downstream Dryout Behavior 
The effect of a short hot patch on the downstream dryout behavior was investigated in 
heated tubes cooled by Freon-12 at conditions equivalent (on the basis of liquid to vapor 
density ratio) to 69 bar in .steam-water. The hot patch, located well upstream from the 
heated end, generated a heat flux spike which resulted in a local dry patch. Following an 
increase in downstream, surface heat flux the dry patch would often spread in the down­
stream direction even though the heat flux was only a small fraction of the measured 
critical heat flux with uniform heating. A force balance on the dry patch boundary 
showed that, for certain conditions, spreading of the dry patch in the downstream direc­
tion is inevitable. This spreading however can he limited by interfacial instability, drop­
let-wall interaction and axial conduction. 

I n t r o d u c t i o n 

Neutron (lux peaking may occur for a number of reasons in nu­
clear reactors, e.g., due to end-effects in short fuel bundles; use of 
control or booster rods, etc. If not adequately controlled, this could 
result in a considerable increase in local heat flux. 

The simple case of a flux spike superimposed on a uniformly 
heated tube was investigated in a Freon-12 test facility. The flux 
spike profile was produced at selected locations by a hot patch 
clamp attached to the tube. The heat flux, mass velocity, and 
inlet quality were varied. 

Freon-12 has been used successfully to model the CHF (critical 
heat flux) of steam-water mixtures in uniformly and nonunii'orm-
ly heated channels (Groeneveld [I|, r Ahmad [2|. It is suggested 
that the phenomena observed in this investigation could also 
occur in a Freon-equivalent water system. 

cause of its low temperature coefficient of resistance. The test 
section tube was uniformly heated by a 50 v 1000 amp d-c power 
supply except at the hot patch clamp where the tube was short-
circuited. The hot patch clamp was made of a 6.35 cm long, split 
copper cylinder silver-soldered to the tube to ensure good thermal 
contact. Six 0.95 cm OD cartridge heaters were placed in the 
holes provided (Fig. 2) and were connected in parallel to a 125 v 
20 amp variable transformer. The hot patch clamp was equipped 
with two planes of two 0.050 cm OD metal sheathed thermocou­
ples, located 1,5 cm from each end of the clamp. The location of 
the hot patch clamp was varied from 4 cm from the start of the 
heated section to 38 cm from the end. 

Instrumentat ion. Downstream from the hot patch, 0.050 cm 
OD metal-sheathed thermocouples were attached to the test sec-

E x p e r i m e n t a l E q u i p m e n t 
Freon-12 Loop. A schematic of the Freon test facility is shown 

in Fig. 1. The Freon flow enters the pump at approximately 15 
deg C subeooling and 8.5 bar. The pump outlet pressure is re­
duced from 21 bar to 12 bar by a throttle valve located before the 
preheater of the test section. The test section outlet pressure is 
kept constant at 10.8 bar by maintaining the pressure in the jet 
condenser with a pressure controller which operates a three-way 
valve in the bypass. 

Test, Section. The test sections used had the following dimen­
sions: inside diameter 0.780 cm and 1.095 cm: heated lengths 
142.2-182.9 cm. Inconel-600 was selected as the tube material be-

1 Numbers in brackets designate' References at end oi paper. 
Contributed bv the Heat Transfer Division of THE AMERICA SOCI­
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tion. Flows through test section and bypass were measured by 
turbine flow meters. The outlet pressure was measured by a Heise 
Bourdon-tube pressure gauge and test section pressure drops were 
obtained from a strain-gauge type pressure transducer. 

All measurements except the hot patch power were converted 
to mv signals, then fed to the on-line computer and printed out in 
engineering units. Most thermocouple outputs were also recorded 
on a Brush eight-channel recorder. 

Experimental Resu l t s 
In a previous experiment (Groeneveld [1. 3]), the CHF was 

measured using the same test sections but without the hot patch. 
The installation of the unheated hot patch clamp did not signifi­
cantly change the CHF and post-dryout behavior for equal heated 
lengths; this was to be expected as it only added a short unheated 
length well upstream from the dryout location. However, when 
the hot patch power was raised such that dryout occurred first at 
the dry patch, the downstream dryout behavior was changed 
drastically. 

Dryout at the hot patch was obtained by increasing the hot 
patch temperature to such a high level that the inside surface 
could no longer support liquid contact, and vapor blanketing oc­
curred. The hot patch surface heat flux at which dryout occurred 
is roughly two to four times the measured CHF with uniform 
heating;2 the hot patch power, however, was never more than one-

tenth of the test section power. The high thermal inertia of the 
hot patch made it difficult to accurately measure the hot patch 
dryout heat flux. Dryout at the hot patch was detected when the 
temperature-time trace displayed a sudden change in slope;3 for 
high mass flows this change in slope was less obvious. The corre­
sponding hot patch temperature was between 100 and 130 deg C 
for all positive hot patch qualities and mass flows. The high ther­
mal inertia of the hot patch clamp enabled the experimenter to 
limit the temperature rise at dryout by reducing the hot patch 
power. When steady film boiling temperatures were reached at 
the hot patch the test section power was raised slowly. At power 
levels well below the dryout power for uniform heating a phenom­
enon illustrated in Fig. 2 occurred: the dry patch started to 
spread from the hot patch in the downstream direction. During 
two runs drypatch spreading was observed visually using an 
infra-red camera focused on the bare test section tube; the hot re­
gion was seen to propagate slowly from the hot patch at an ap­
parently constant rate. 

It was attempted to stop this drypatch spreading by using a 6.3 
cm long unheated section located 50 cm downstream from the hot 
patch; only at test section heat flux levels less than 50 per cent of 
the measured CHF with uniform heating did the unheated sec­
tion prevent the dry patch from spreading across it. 

Most measurements were obtained with the 0.78 cm ID test 
section having a total heated length of 142.2 cm and having the 
hot patch located 4 cm from the start of the heated section. Since 
a variation in heated length, diameter or hot patch location did 
not seem to affect the downstream dryout behavior, only the re­
sults obtained with this test section assembly will be discussed 
below. 

The effect of a hot patch on the downstream thermal behavior 
of an otherwise uniformly heated tube is shown graphically in 
Figs. 3 to 7. The data on which these figures are based have been 
reported previously (Groeneveld [3]). The solid lines represent the 
boiling curves for uniform heating at constant inlet conditions 
while the broken lines illustrate the effect of an upstream hot 
patch in extending the film boiling temperature and heat flux 
range to low-er values. Dryout at the hot patch does not seem to 
affect the film boiling temperatures as both symbols in Fig. 3 fall 
along a single curve. All figures show the occurrence of a decrease 
in wall temperature just before dryout. This decrease was found 
to be most pronounced at the lower mass flows, e.g., G = 135 g/ 
cm2s (Fig. 4). Similar temperature reductions were also observed 
in steam-water by Moeck [4] and Parsons [5]; they were attrib­
uted to the change in heat transfer mode just before dryout from 
forced convective evaporation to the more efficient nucleate boil-

Discuss ion 
Some previous investigators (e.g., Todreas [6|, and DeBortoli 

[7] have also employed spiked heat flux profiles in their CHF 
studies; however they did not permit the hot patch to reach sta-

3ased on the same local quality. 

3 An example of the change in slope during rewetting of the hot patch is 
shown by the extreme left thermocouple trace of Fig. 9. 

. N o m e n c l a t u r e . 

(V = specific heat of vapor 
CD = drag coefficient 

k = thermal conductivity of vapor 
/ = stagnation length 

m = wave number 
P = pressure 
Q = surface heat flux 

T(j) = temperature at location; 
U - velocity 
X = quality 

y = distance from solid boundary 
& = film thickness 

AH = subcooling of liquid 
AT = wall temperature excess above 

saturation 
» = contact angle 
•I = angle as defined in Fig. 8 
l> = density 
X = latent heat 
a = surface tension 
T = shear stress 

Subscripts 

c = core flow 
DO = dryout 

i = inlet, interface 
/ = liquid 
n = normal to interface 

sat = saturated value 
v = vapor 

«• = heated surface 
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Fig. 3 Boiling curves measured 35 cm downstream of hot patch, run 
624, G = 407.4 g/cm 2s, P = 10.7 bar, X, = 0.152 
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Fig. 4 Boiling curves measured 125 cm downstream of hot patch, G 
135 g/ em 2s, P 10.8 bar 

ble film boiling and thus were not able to observe drypatch 
spreading. 

Although downstream spreading of the dry patch at first may 
seem rather unusual there is a sound explanation for its occur­
rence. McPherson [8J has analyzed the force balance on the vertex 
(or axial boundary) of a ctry patch in annular now. He considered 
the following axial forces per unit of vortex width (Fig. S(a)): 
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(]\o gravity force is considered as this force is usually' negligible 
at high mass flows. I Th" direction in which these forces act is 
shown in Fig. 8(a). McPherson evaluated these forces for 70 bar 
steam-water and concluded that the significant forces are the sur­
face-tension force and the vapor shear force; for a stable dry 
patch. these forces are approximately equal but have opposite 
signs. 

Journal of Heat Transfer 

25 0 

20 0 

RUN 621 

E I 5 0 RUN u 

X, 
Xoo 

10 0 

5 0 

0 
I 10 20 50 100 200 

Fig. 5 Boiling curves measured 125 em downstream of hot patch, G 
405 g/ cm's, P 10.8 bar 

For an upstream dryout (Fig. 8(b»), the aerodynamic drag force 
and the liquid stagnation force do not exist, but they may be re­
placed by a vapor stagnation f(}rce. In this case all forces act in 
the downstream direction; hence the vertex wants to move in this 
direction and only significant droplet-wall interaction can prevent 
the dry patch from spreading. 

McPherson's drypatch force balance can obviously not be used 
at low void fractions. Here Tong's [9] bubbly layer model is more 
applicable in explaining drypatch spreading. The boundary layer 
coming from the upstream hot patch carries with it superheat 
and entrained bubbles when it contacts the downstream surface. 
This will impede the wall heat transfer with the sub cooled or sat­
urated core and thus encourages dryout to occur at heat nux lev­
els well below those required for dry-out in uniformly heated chan­
nels having the same cross-sectional average conditions. 

An additional mechanism which could aid drypatch spreading 
can be deduced from the results of a previous experiment (Groe­
neveld [~l]). Here the axial temperature distribution near a dry­
patch boundary was measured. The observed large temperature 
gradient resulted in significant axial conduction from the drv side 
to the wet side of the drypatch boundary thus increasing the wet 
side surface heat nux by as much as 50 per cent over the average 
value and encouraging the drypatch to spread. 

At highly subcooled t10ws (X < -0.15) drypatcb spreading did 
not occur; after drvout at the hot patch, an increase in test section 
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Fig. 6 Boiling curves measured 45 cm downstream of hot patch. G 
405g/cm's,P 10.8bar 
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power eventually led to dryout occurring at the downstream end 
of the heated section. This was to be expected, as under these con­
ditions dryout is nucleation-induced and is virtually a local phe­
nomenon since the void, generated at the hot patch will mostly 
condense as soon as the flow sees the reduced wall superheat 
downstream of the hot patch. The observed dryout behavior is in 
agreement with the now memory effect (Tong [9]): for highly sub­
cooled flow the local conditions are dominant in determining the 
CHF while in the net quality region, the upstream heat flux histo. 
ry must be considered. 

Figs. 5 and 6 (G = 405 gjcm 2s) show the boiling curves for two 
locations along the heated channel: T(9) was measured 45 cm 
downstream from the hot patch while T(l) was measured 80 cm 
downstream from T(9). Following dryout at the hot patch the dry 
patch spread in the downstream direction past the location of 
T(9), thus changing its boiling curve, but did not reach TO), The 
observed limited drypatch spreading frequently occurred at low 
void fractions and high mass flows. The following explanations 
are offered: 

During film boiling at low void fractions the liquid is in the 
form of a continuous core which may contain entrained bubbles. 
The difference in axial velocity between vapor film and liquid 
core, lie - LTc, gives rise to a wavy interface. The interface will be 
stable if (Lamb [10]. and Birkhoff [11]) 

IIw(l/ Pc (1) 

Rankin [12] suggests that equation (1), which is based on surface 
wave propagation, is not applicable in film boiling, since here the 
interface waves experience a vapor thrust force during the dry 
wall collisions (collisions where a thin vapor layer will always be 
present between liquid and solid). By including the effect of such 
force Rankin derived the following criterion for a stable core now 
during film boiling: 

ra.m 2,,26.T' 
l-- ,-

Pc IIIPcPv 
(2) 

where,\, =,\ (1 + 0.4 Cp ::' Tj,\)2 

Both stability criteria depend on the wave number m which is 
unknown. If L', - C· becomes very large the stability criteria will 
not be satisfied and small disturbances at the liquid core-vapor 
interface will amplify and grow. This phenomenon will give rise to 
an increased intensity of dry-wall collisions thus reducing the 
dry-wall temperature. A reduction in dry-wall temperature to 

30 
ZERO HOT PATCH POWER 

DRY OUT AT HOT PATCH 

25 

20 RUN 629 

RUN 664 X, 

Xu u " 
E 
u 15 RUN 628 Xi " 

" Xoo " 

"" 
0 / 

10 / 
/ 

/ 
/ 

./ 
~ 

T(9i TSAT lOCI 

Fig. 7 Boiling curves measured 45 cm downstream of hot patch, G 
676 gjcm 2s, P = 10.7 bar 
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Fig. 8 Forces on vertex of dry patch 

below the Leidenfrost 4 temperature will result in rewetting of the 
heated surface. 

At low qualities, the post-dryout heat transfer coefficient in­
creases approximately linearly with quality: the heat transfer 
coefficient approximately doubles by increasing quality from 10 to 
20 per cent due to the corresponding increase in vapor velocity. 
Also, in the absence of a liquid film, droplet migration toward the 
heated surface will manifest itself in increased wall-droplet inter­
action. Both of these factors could reduce the surface temperature 
to below the Leidenfrost temperature. Once this occurs. droplets 
can wet the heated surface: if the local heat f1ux is also less than 
the heat nux required to evaporate all depositing droplets, a wet 
surface may be maintained. 

After drypatch spreading had occurred. an 80 per cent reduc­
tion in hot patch power removed the heat nux spike and resulted 
in a complete rewetting of the heated channel wall. starting at 
the hot patch. This was accompanied by a large increase in total 
channel pressure drop (often more than 100 percent) which can 
be attributed to the large increase in nuid viscosity at the wall. In 
general. the occurrence of dryout will reduce the pressure drop. 
increase the mass flow and could initiate a flow oscillation. espe­
cially in parallel channels. To this author's knowledge. no investi­
gator has ever studied the effect of dryout on now stability. 

An interesting phenomenon was ohserved at the high mass ve­
locity. low quality runs. Limited drypatch spreading was ob­
served downstream from the hot patch. When the hot patch 
power was switched off (the test section power remained un­
changed) the vapor patch, instead of disappearing as was ob­
served at higher qualities, persisted at the wall and started to 

move downstream. An example of this is given in Fig. 9 which 
shows the temperature history along the test section. A possible 
explanation of this behavior is offered: After rewetting of the hot 
patch, the upstream axial boundary of the vapor patch, which is 
no longer anchored to the hot patch. moves downstream at veloci­
ty [h limited by the high wall temperature which must first be 
reduced (by axial conduction. dry wall collisions and convection) 
to below the Leidenfrost temperature to permit rewell ing. Mean­
while the downstream boundary of the vapor patch. whose loca­
tion was fixed previously due to intense liquid-wall interaction, 

4 No single value can be assigned to the LeidE'nfrost temperature for our 
system since, besides the properties of the liquid and the surface. the Leid­
enfrost temperature also depends on the local hydrodynamic conditions 
(e,g., mass of liquid approaching heated surface, impact \'elocit y', etc.) 
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Fig. 9 Temperature history of run 9622 after hot patch rewetting. G = 
406 g/cm2s, Xi = -0.045, P = 10.8 bar, 0 = 6.80 W/cm2 , CHF (uni­
form heating) = 13.26 W/cm2 

now sees a thicker and shorter vapor patch. This change in vapor 
patch size results in a decreased liquid-wall interaction and per­
mits the vapor front to move downstream at velocity U2, limited 
by the surface tension forces and the thermal inertia of the heat­
ed wall. If Lr2 <£ ('1 the wall will rewet before the vapor patch 
reaches the end of the tube. 

Duplication of this experiment in water at equivalent condi­
tions is expected to be difficult as very high heat fluxes (typically 
fifteen times that of Freon-12) are required to create a drypatch. 
Drypatch spreading in a water system is expected to occur if the 
torce balance or the bubble boundary layer model are the mecha­
nisms controlling drypatch spreading. However, if axial conduc­
tion is the controlling mechanism, spreading probably will not 
occur, as the much higher heat fluxes in water result in a much 
smaller percentage increase in surface heat flux (due to wall con­
duction) at the wet side of a drypatch boundary. 

In experiments designed to obtain film boiling data, the hot 
patch technique can be beneficial. It extends the film boiling 
temperature and heat flux range to values considerably below 
those obtained in uniformly heated channels without going to the 
expense of a temperature controlled system which usually re­
quires a second circulation system. The minimum film boiling 
heat flux is in both cases well below the dryout heat flux. How­
ever the measured minimum film boiling temperature and heat 
flux do not represent absolute minima for those conditions since 
rewetting was caused by a propagating rewetting front which is 
always accompanied by significant axial conduction (Thompson 
[13], and Semeria [14]). If rewetting had been spontaneous, i.e., 
was not caused by a propagating rewetting front the wall temper­
ature at rewetting would have been equal to the Leidenfrost tem­
perature. 

Conclusions 
1 Flow boiling curves were constructed for a wide variety of 

mass flows and inlet qualities. They differ from the pool boiling 
curves in two aspects: (i) before dryout a reduction in surface 
temperature was usually observed, and (ii) the temperature ex­
cursion at dryout strongly depends on the mass flux and inlet 
quality and may disappear at high mass flows. 

2. The employment of a so-called hot patch near the start of 

an otherwise uniformly heated channel can considerably extend 
the post-dryout temperature and film boiling heat flux range. If 
dryout is established at the hot patch the dry patch can spread in 
the downstream direction at heat flux values well below the CHF 
for uniform heating. 

3 Drypatch spreading downstream of a hot patch can be lim­
ited by (i) interfacial instability, (ii) droplet-wall interaction, and 
(iii) improved post-dryout heat transfer. 

References 
1 Groeneveld, D. C. "Similarity of Water and Freon Drvout Data for 

Uniformly Heated Tubes." ASME Paper No. 70-HT-27, 1970. 
2 Ahmad, S. Y., "Fluid to Fluid Modeling of Critical Heat Flux: A 

Compensated Distortion Model," AECL-3663, 1971. 
3 Groeneveld, D. C, "The Thermal Behaviour of a Heated Surface at 

and Beyond Dryout," AECL-4309, 1972. 
4 Moeck, E. O., "Annular-Dispersed Two-Phase Flow and Critical 

Heat Flux," PhD thesis, Department of Mechanical Engineering, McGill 
University, Montreal, Canada, 1970; also AECL-3656, 1970. 

5 Parsons, C. B., "Experimental Investigation of the Physical Mecha­
nisms of Dryout in a High Pressure Steam-Water System." PhD thesis, 
Department of Mechanical Engineering, University of Waterloo, Canada, 
1971. 

6 Todreas. N. E, and Rohsenow, W. M„ "The Effect of Axial Heat 
Flux Distribution on Critical Heat Flux in Annular, Two-Phase Flow," 
Proceedings of the Third International Heat Transfer Conference, Chicago, 
Vol. Ill, 1966. pp. 78-85. 

7 DeBortoli, R. A., et al., "Forced Convection Heat Transfer Burnout 
Studies for Water in Rectangular Channels and Round Tubes at Pressures 
Above 500 Psia," WAPD-188. 1958. 

8 McPherson. G. D., "Axial Stability of the Dry Patch Formed in 
Dryout of a Two Phase Annular Flow," International Journal of Heat and 
Mass Transfer, Vol. 13, 1970, pp. 1133-1152. 

9 Tong, L. S.. Boiling'Heat Transfer and Two-Phase Flow, Wiley, New 
York, 1965. 

10 Lamb. H., Hydrodynamics, Sixth ed., Cambridge University Press, 
London. England. 1932, p."370. 

11 Birkoff, G.. and Zarantonello, E. H.. Jets —Wakes and Cavities, Ac­
ademic Press, New York, 1957. 

12 Rankin. S.. "Forced Convection Film Boiling Inside of Vertical 
Pipes." PhD thesis. Department of Chemical Engineering. University of 
Delaware. 1961. 

13 Thompson. T. S.. "Liquid Film Breakdown and Dry-Patch Stability 
of Steam-Wrater Flows With Heat Transfer." PhD thesis, Queen Mary Col­
lege, University of London. London, England, 1970. 

14 Semeria. R.. and Martinet. B., "Calefaction Spots on a Heating 
Wall; Temperature Distribution and Resorption," Proceedings of the Insti­
tution of Mechanical Engineers. Vol. 180, Part 3C. 1965-1966. 

Journal of Heat Transfer MAY 1974 / 125 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. H. Sun 
G. E. Dix 

Nuclear Energy Division, 
Genera! Electric Co., 

San Jose, Calif. 

C. L. Tien 
Department of Mechanical Engineering, 

University of California, 
Berkeley, Calif. 

Cooling of a Very Hot 
Vertical Surface by a 
Falling Liquid Film 
The present study analyzes the cooling of a very hot vertical surface by a falling liquid 
film. An analytical model is developed to characterize this phenomenon in three distinc­
tive regions: a dry region ahead of the wet front, a sputtering region immediately behind 
the wet front, and a continuous film region further upstream. The analysis leads to pre­
dictions of the wet front velocity, the sputtering length, and the temperature profiles 
with respect to the wet front. The heat transfer mechanisms are shown to be dependent 
upon two temperature parameters characterizing the initial wall temperature and the 
temperature range for sputtering, and two Biot numbers comparing the convective heat 
transfer in the liquid film region and the sputtering region with longitudinal heat con­
duction. The predictions are in good agreement with existing experimental results. 

Introduction 

A cold liquid film falling down a vertical solid surface has long 
been recognized and studied as a convenient and effective cooling 
mechanism for the hot solid surface [l].1 However, the cooling 
mechanism, as well as the film wetting phenomenon, becomes 
quite different and considerably more complicated when the sur­
face temperature is initially greater than the Leidenfrost temper­
ature2 of the coolant. This is indeed the case for the cooling of 
fuel rod bundles by spray water in the loss-of-coolant accident in 
water reactors [2], and it is also a common phenomenon for the 
cooling of surfaces at room temperature by cryogenic liquids. In 
such a case, there exists a finite liquid-sputtering region ahead of 
the continuous liquid film. Significant cooling effect is expected 
to occur in this sputtering region as a result of its highly turbu­
lent nature and large boiling heat transfer coefficient. 

An existing analytical model proposed by Yamanouchi [2] de­
scribes the phenomenon by one-dimensional quasi-steady heat 
conduction in a wall with two distinct regions. The region covered 
by the liquid film is characterized by a uniform surface heat 
transfer coefficient, while the bare region is assumed to be adia-
batic. Recent experimental studies confirm qualitatively the de~ 

1 Numbers in brackets designate References at end of paper. 
2 In a recent paper [4], Baumeister and Simon distinguished between the 

temperature corresponding to the minimum boiling heat flux and the Leid­
enfrost temperature. Strictly speaking, the Leidenfrost temperature 
applies to discrete liquid drops rather than to a liquid pool. However, in 
the present work, the term Leidenfrost temperature refers to the wet front 
temperature of the advancing liquid film. 

Contributed bv the Heat Transfer Division of THE AMERICAN SOCI­
ETY OF MECHANICAL ENGINEERS and presented at the Winter An­
nual Meeting, Detroit. Mich., November 11-15. 1773. Manuscript received 
by the Heat Transfer Division. Paper No. 73-WA/HT-22. 

scription of this model [3]. The major drawback in the analytical 
description of this model is the total absence of the important 
sputtering region which is distinctly observable in experiments 
[3]. In addition, the value suggested by Yamanouchi for the wet 
front temperature, defined as the critical wall temperature at 
which liquid starts to adhere to the surface, is appreciably lower 
than those reported recently [3, 5]. As a result, Yamanouchi ar­
rived at heat transfer coefficients on the order of 2 X 105 to 106 

w/m2 deg C (4 x 104 ~ 2 x 105 Btu/hr-ft2-deg F) in order to pre­
dict velocities of the advancing liquid front comparable with the 
observed velocities. These values are unreasonably high for the 
continuous film region, and also an order of magnitude too high 
for the transition and nucleate boiling occurring in the sputtering 
region. 

Recently, Thompson [6] considered the liquid film to be char­
acterized by a temperature-dependent nucleate boiling heat 
transfer coefficient. He assumed that previous [7] experimental 
"sputtering temperatures" correspond to the initiation of film 
wetting and nucleate boiling. The transition boiling and bare re­
gions downstream were assumed to be adiabatic. Using a two-
dimensional heat conduction analysis (requiring numerical solu­
tion), the resultant heat transfer coefficient values obtained were 
more reasonable than those from a one-dimensional analysis. But, 
as in the Yamanouchi case, no effort was made to distinguish the 
two distinctively different regions: the sputtering region and the 
continuous film region. 

The present study analyzes the cooling of a very hot vertical 
surface by a falling liquid film, with particular emphasis on the 
role of the sputtering region. A new analytical model, similar to 
but improved over the Yamanouchi model, has been developed to 
account for the sputtering region. Indeed, it will be shown that 
the heat transfer mechanism in the sputtering region plays the 
dominant role in the cooling process. 

126 / MAY 1974 Transactions of the ASME Copyright © 1974 by ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CONTINUOUS 
L;QUI» PilM 

GEOlOu 

T = T„ 
1—1 

T ' T „ 1 

T ' T „ 
X —00 

- . v, 
^INCIPIENT 

B0IL1N6 
TEMPEEftTUEE 

^LEIBENFEO'ST 
TEMPETJftTUBE 
(.WET FEOUT) 

-SPUTTEElUb — 
TEUP£T>t»TUEL 
(WET FEDNTJ 

T«E FILU WETTING 
PHENOMENON 

b) PRESENT MODEL C) rMAAMOUCUl's d) THOMPSON'S 

MODEL MOTJEL 

Fig. 1 The film wetting phenomenon, present model and comparison 
with existing models 

Analysis 
Physical Model. The physical system under consideration is a 

vertical surface with coolant supply from above. The liquid film 
progresses downward on the surface which is initially at a tem­
perature higher than the Leidenfrost temperature of the liquid. 
As the liquid film advances, the surface is first cooled down to the 
Leidenfrost temperature at which the surface begins to wet (wet 
front). Behind the wet front, the surface temperature drops 
sharply due to direct contact with liquid. Transition boiling oc­
curs immediately behind the wet front, followed by nucleate boil­
ing as the surface temperature is further reduced. The boiling 
phenomenon ceases where the surface temperature drops below 
the temperature of incipient boiling, beyond which a continuous 
liquid film covers the surface. On the surface region bounded by 
the incipient boiling and the Leidenfrost temperatures, ebullition 
occurs as the result of bubble nucleation and violent vapor gener­
ation. This phenomenon is often termed as sputtering. In view of 
the differences in the thermal-hydraulic phenomena, the surface 
can be categorized into three regions: a dry region ahead of the 
wet front, a sputtering region right behind the wet front, and a 
region of continuous liquid film further upstream. A schematic 
diagram of the film wetting is shown in Fig. 1(a). 

To formulate the problem, it is first necessary to characterize 
the heat transfer mechanisms in the three distinct regions. The 
dry surface ahead of the wet front is cooled by the liquid particles 
expelled from the sputtering region. The particles flow downward 
in the form of a mist and large-size droplets. The effectiveness of 
heat removal by the mist is very small as compared with boiling 
in the sputtering region. Therefore, the dry surface can be treated 
as adiabatic [2]. The heat transfer coefficient in the sputtering re­
gion varies from transition boiling to nucleate boiling. However, 

since the length of the sputtering region is typically quite short 
(on the order of ten times the wall thickness [3], the boiling 
mechanisms of the sputtering region are characterized by a single 
average boiling heat transfer coefficient, ht,. Finally, the continu­
ous film region where the surface is cooled by single-phase (liq­
uid) convection, the heat transfer mechanism is characterized by 
a convection heat transfer coefficient hc. Generally, hc is much 
smaller than ht,. The current analysis assumes that all heat 
transfer coefficients are referenced to saturated vapor tempera­
ture. 

In short, the present model divides the process into three re­
gions, in contrast to the two-region models of Yamanouchi [2] and 
Thompson [3]. In addition, the Leidenfrost temperature is consid­
ered as the surface temperature at the wet front, instead of 
employing empirically determined sputtering temperatures. The 
differences among the models are illustrated in Figs. Kb), 1(c), 
and 1(d). 

Mathematical Formulation. The formulation, in general, is a 
two-dimensional transient heat conduction equation with differ­
ent boundary conditions prescribed on the surface of different re­
gions. However, a numerical analysis is necessary to obtain the 
solution for this general case. To avoid the complexity of numeri­
cal calculation and the loss of physical interpretation of the perti­
nent parameters, a simplified one-dimensional analysis is used to 
show the validity of the present model. 

For cases of the Biot numbers with respect to hr and ht, less 
than one, the surface can be treated as a fin in which longitudinal 
heat conduction is the dominant heat transfer mode in determin­
ing the temperature profiles. By assuming the temperature pro­
files invariant with respect to the advancing wet front, simple 
heat balance consideration based on a differential element of the 
surface leads to the governing equation [2]. 

K5 
cfT 

Pcr>u~ = h(T - T s ) . (1) 

By setting the wet front as the origin of the coordinate system 
given in Fig. 1, equation (1) can be transformed to appropriate 
dimensionless forms applying to different regions of the surface. 
For the continuous film region, — °° <x < — I, 

(2) 9"{ri) +P6'{r,)-Bce(ri) =0 

where 

0(??) = 
T„ T 

nil \ " ' -> 

', 9'(V) s "J", 7?= - (3) 

the dimensionless wet front velocity, P, 
number, is defined as 

«5pc 

d(_ 

dV' •' 5 

in the form of the Peclet 

K 
(4) 

and 

-Nomenc la ture -

B„ 

Bc = 

ht, 

Biot number with respect to the 
average boiling heat transfer co­
efficient for the sputtering region, 
defined in equation (7) 

Biot number with respect to the 
convective heat transfer coeffi­
cient for the continuous film 
region, defined in equation (5) 

thermal capacitance, J/kg-deg C 
surface heat transfer coefficient, 

W/m2-degC 
average boiling heat transfer coef­

ficient for the sputtering region, 
W/m2-degC 

convective heat transfer coefficient 
for the continuous film region, 
W/m2-degC 

K = thermal conductivity, W/m-degC 
L = dimensionless length of the sputter­

ing region, defined in equation 
(12) 

/ = length of the sputtering region, m 
P = dimensionless wet front velocity, 

defined in equation (4) 
T = temperature, deg C 

7'o = Leidenfrost temperature, deg C 
Tn = incipient boiling temperature, deg 0 
Ts = saturation temperature, deg C 
Tu, = initial temperature of the dry sur­

face, deg C 
u = wet front velocity, m/hr 
x = length coordinate, m 

b = wall thickness, m 
r\ = dimensionless length coordinate, 

x/5 
(I = dimensionless temperature defined 

inequation (3) 
Hi = dimensionless temperature param­

eter defined in equation (9) 
f)2 = dimensionless temperature param­

eter defined in equation (10) 
p = density, kg/m3 

Subscripts 
+ = evaluated at an infinitesimal incre­

ment of distance 
- = evaluated at an infinitesimal decre­

ment of distance 
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B„ Kb 
c 

K 
For t h e s p u t t e r i n g region, —I < x < 0, 

0"(ri) + PfJ'iv) - Bb9(ri) = 0 

whe re 

and for the dry region, 0 < x < <», 

6"(v) + PO'df) = 0 

Now, defining two dimensionless temperature parameters: 

T,„ - T„ 
0, = w ' II 

and 

0, r„ - r„ 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

whe re 

(11) 

The boundary conditions can be expressed as 

0(0) = 1, 0 ( - ° ° ) = 0, y(°°) = 1 + 0, , 

and 0 ( - L ) = 9 , , 

where L, the dimensionless sputtering length, is defined as 

L = / /6 (12) 

Combining equations (9) to (12) with equations (2), (6), and 
(8), the solutions are: 
for - » < 7) < - L 

~P 

where 

for -L < n < 0 

e(v) = e2 E X P {-A-ifo + L)} 

4B
 1 /2 

(13) 

0fo) = i { [EXP ( f £ £ ) - e2 ] EXP ( - ^ M ) } 

e 2 -EXP ( ^ ^ ) ]EXP ( - ^ ^ ) } (14) 

EQUATION (ZO) 

'0.02 0.04 o£T o.oarir ^ a t — " ^ a 4 ~ o r a a I o 

a ^ E X P ( H ^ ) - E X P I ' " 

y., = 1 - ( 1 + 
4B, 

2 ' 

1 + ( 1 
4B, 

and for 0 < >; < < 

0(r]) = 1 + 0 l - 6 1 EXP ( ~ / J J / ) (15) 

It is noted that the dimensionless wet front velocity, P, and the 
dimensionless sputtering length, L, are still unknown, yet to be 
determined bv the continuity of heat fluxes which are 

()'(0,) = O'(0_) and 0'(-Lj -L-) (16) 

Combining equations (13) to (15) with equation (16), P and L 
are determined by the simultaneous equations 

1 n r 
-20, = i {I EXP (_!M')_,). 

« 
+ | . 0 2 - E X P ( ^ ) J 7 3 f (17) 

and 

(>2n - I f E X P ( - ^ ~ ) - i), ] ) , E X P ( - ^ 
£ 2 or 

L o2 - E X P 
P; ,L 

2 

' 2 ' " •' 
Through simple algebraic manipu 

(18) can be reduced to the forms 

Mizni l 
20, +u

 J 

(18) 2 - M V , E X P V 2 , , _ , 

.nipulations equations (17) and 

__2_ 

Pv, 

and 

(?. = 0 . 5 02(l , 
20, + y. 

(19) 

(20) 1 ' L < M r 3 - - , i ) J 

It is noted that the L dependence has been eliminated from 
equation (20). Thus, P can be calculated with known values of 
Be, Bt>, 0i, and 02 by the trial-and-error method. With /J ob­
tained, L can be calculated from equation (19). By inserting the 
values of P and L into equations (13) to (15), the temperature 
profile of the surface becomes known. 

Examination of the solution equations (19) and (20) indicates 
that P and L can be identified explicitly in the form of v ' R / P 
and Lv'Bo. Thus, for a fixed ratio of the Biot numbers (i.e., 
Bc/Bd constant), the wet front velocity varies directly with the 
root of the sputtering region heat transfer coefficient, while the 
sputtering length varies inversely with this root. 

It is of interest to examine the solutions for the special case of 
B = Bf,. This, of course, is equivalent to Yamanouchi's "two-re­
gion" model [2], since the sputtering region is not distinguishable. 
Indeed, the wet front velocity relation reduces to Yamanouchi's 
simple expression 

B'„ 
P i ( ! c ) =L° i<° i + 1 ^ J (21) 

A comparable, though somewhat fictitious, sputtering length can 
also be defined for this case as: 

1 -J- 0 lri 1 
L/Bb\ =( i-i J j) ln(/) 

Bh 

(22) 

A further parameter of interest is the sputtering length for large 
values of Si. From equation (22), the limiting value is given by 

1 , 
i v B , In 

^ 
0, 

Fig. 2 The variation of v Bb/P with 02 
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R e s u l t s a n d D i s c u s s i o n s 
Characterist ics of Solutions. Based on the three-region 

model for the film wetting phenomenon, the present analysis pre­
dicts the wet front velocity, the length of the sputtering region, 
and the temperature profile of the surface with respect to the wet 
front. Four independent dimensionless parameters appear in the 
analysis: two temperature parameters, Hi and 82; and two Biot 
numbers. Br and Bj>. 

The parameter ^ is a system parameter that characterizes the 
wall temperature in the dry region with respect to the Leidenfrost 
temperature. When 0i is close to zero, the film wetting phenome­
non becomes increasingly hydrodynamic-dependent. The parame­
ter fl2 compares the superheat required for nucleation with that 
required for film wetting. At atmospheric conditions, 62 is on the 
order of 0.0) to 0.1 for water [8], 0.1 to 0.3 for liquid nitrogen and 
liquid hydrogen, and 0.1 to 0.5 for liquid helium [9]. Generally, 82 

is smaller at higher pressures since the superheat required for nu­
cleation decreases with pressure. It is also dependent on the sur­
face condition since nucleation is highly dependent on the cavity 
size and population [10]. A rough surface on which there exists a 
large population of nucleation cavities results in less superheat for 
bubble generation and thus a smaller (l2- In certain cases of boil­
ing of organic liquids under vacuum [11], or boiling of alkali met­
als from smooth surfaces [12] when film boiling occurs directly 
after the single-phase convection regime, 82 becomes close to the 
limiting value of one. 

The Biot Number, Br, compares the convective cooling with 
longitudinal heat conduction in the continuous film region. Since 
the wall temperature is below the incipient boiling temperature, 
B,. characterizes the single-phase convective heat transfer by the 
falling liquid film. Typical values for-this convective heat transfer 
coefficient, hc, are 102 ~ 103 w/m2-deg C (102 Btu/hr-ft2-deg F) 
for water and 10 ~ 102 w/m2-deg C (10 Btu/hr-ft2-deg F) for liq­
uid nitrogen [1], The Biot number B/, compares the boiling heat 
transfer with longitudinal heat conduction in the sputtering re­
gion. Judging from the fact that transition and nucleate boiling 
occur in this region, an average boiling heat transfer coefficient 
associated with the transition and nucleate pool boiling would be 
representative in the sputtering region. Typical values of this av­
erage boiling heat transfer coefficient, ht>, are 103 ~ 10* w/m2-deg 
C (I03 Btu/hr-ft2-deg F) for water [8] and 102 ~ 103 w/m2-deg C 
(102 Btu/hr-ft2-deg F) for liquid nitrogen [9]. 

Fig. 2 illustrates the relationship between wet front velocity 
and <>2 for typical parametric values of 9i and Br/Bt,. For 82 close 
to one, the parameter v B&/P is strongly dependent on Be/B<>, 
Thus, for cases where the incipient boiling temperature approach­
es the Leidenfrost temperature (i.e., small temperature range for 
sputtering), the rate of film wetting is dependent on the heat 
transfer in the continuous film region. However, for cases with 62 
less than 0.2. the parameter v By,/P is virtually independent of 62 
and Br/Bft. Thus, with wide temperature ranges for sputtering, 
the heat transfer in the continuous film region and the tempera­
ture range of the sputtering region exert little influence on the 
rate of wetting; i.e.. for 82 < 0.2, v Bt> P approaches the limiting 
case of B,7B(, = 1. As previously indicated, the predictions for 
this limiting case correspond to the results from Yamanoucht's 
"two-region" model [2J. The effect of the sputtering region is fur­
ther illustrated by Fig. 3 in which v R , / P is plotted against St for 
D2 = 0.7, and for H2 5 0.2. For a constant B&, the rate of wetting is 
shown to be substantially lower when the temperature range for 
sputtering is small. However, for the cases of Hi close to zero (i.e., 
the initial dry wall temperature very close to the Leidenfrost tem­
perature), the wet front velocity becomes independent of the tem­
perature range for sputtering. 

Fig. 4 shows the variation of L\ B-, with ff2 for typical paramet­
ric values of ft, and B / R , . It is shown that the length of the sput­
tering region, /„ becomes longer when the temperature range for 
sputtering is wider. Of course. L drops to zero as 02 approaches 
one. The difference between the cases of Br/Bs = 0.01 and Br/B<, 
= 1 for a specific Wj shows that L is dependent on the heat trans­
fer in the continuous film region. With greater cooling effective-

Fig. 3 The variation of v B&/P with W, 

EQUATION (13) 

/ b b - O.OI 

O.L 0.6 1.0 

Fig. 4 The variation of L v Bt> with 02 

ness in the continuous film region, Bc/Bt, is closer to one and the 
sputtering length is shorter. The dependence of L on the wall 
temperature parameter »i is manifest in Fig. 4 and is further de­
picted in Fig. 5. It is shown that L v Bo decreases as f?i increases, 
but approaches a constant for large B\. For the special case of 
Bc/B* = 1, this limiting value is defined by equation (23). 

It has been shown in Figs. 2 and 3 that for the cases of $2 > 0.2, 
the heat transfer in the continuous film region cannot be neglect­
ed and the simple expression of equation (21) resulting from the 
two-region model becomes inapplicable. This is further illustrated 
in Fig. 6 which shows the temperature profiles in the vicinity of 
the wet front for a typical case of cryogenic coolants. The differ­
ence between the two curves of Bc/Bs = 0.1 (three-region model) 
and Br/Bt = 1 (two-region model) clearly indicates that for a sys­
tem with a small temperature range for sputtering, the two-region 
model predicts a wet front velocity too high and sputtering length 
too short. 

Comparison With Experimental Results. While the present 
analysis is generally applicable to all coolants, reported experi­
mental investigations are limited to a few cases using water. 
Among them, there is only one which measured sputtering length 
[3] while several [2, 3, 7, 13, 14] included measurements of wet 
front velocity. A direct comparison requires accurate data on the 
following variables: the properties of wall (K, p, C, and &), the 
temperatures of incipient boiling (T„) and initial dry wall (Tw), 
the Leidenfrost temperature (T0), and the heat transfer coeffi-
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cients for the continuous film region and the sputtering region (hr 

and fy,, respectively). The precise values of some of these parame­
ters are difficult to determine or to estimate, particularly the 
values of hv, /z6, and T0. These parameter requirements effective­
ly limit comparisons to atmospheric water data. 

In particular, the data of Shires, et al., [13] could not be mean­
ingfully compared with the present analysis since the tests were 
conducted in an air environment rather than saturated vapor. 
Also, the data of Bennett, et al., [7] were not compared since con­
sistent values for the Leidenfrost temperatures are not available 
for the high pressures of these tests. 

To compare present predicted wet front velocities with experi­
mental data, it is first necessary to specify the wet front tempera­
ture.3 Yamanouchi [2] chose 150 C as the wet front temperature 
for water at atmospheric pressure. This value is very low as com­
pared with the value of about 260 C [15, 16, 17] which was the 
surface temperature corresponding to the minimum heat flux in 
film boiling. This value is in good agreement with the value of 273 
C reported [18] for the "maximum superheat temperature" and 
the value between 273 C and 328 C for the "maximum liquid 
temperature" [5], which were defined as the temperature limit 
beyond which nucleate and film boiling cannot be sustained. This 
value also compares favorably with the wet front temperatures 
between 207 C and 275 C (except for the cases of very large flow 
rates) reported by Duffey and Porthouse [3]. 

In a recent paper [4], the Leidenfrost temperature was shown to 
be dependent on the thermal properties of the solid as well as the 
surface energy of liquid and solid. However, data obtained for the 
temperature corresponding to the minimum heat flux from differ­
ent surfaces [15. 16, 17] appear to be relatively independent of the 
surface conditions. 

Assuming the wet front temperature to be 260 C, which is typi­
cal for water at atmospheric pressure, »i is known. Since 62 is 
smaller than 0.2 in this case, the dependence on l)2 and Bc/Bi, 
drops out, and the relation for wet front velocity reduces to the 
simple expression of equation (21). Fig. 7 depicts the comparison 
of equation (21) with the experimental data of Duffey and Port-
house [3] and Yamanouchi [2]. It is shown that data taken in two 

3 This is clearly distinguished from experimental "sputtering tempera­
tures" which have been determined with some ambiguity. The sputtering 
temperature was first defined by Shires, et al., [13] by extrapolating linear­
ly the wetting time-temperature relationship to determine the surface tem­
perature at zero wetting time. Bennett, et al.. 17] defined the sputtering 
temperature at the inverse wetting rate of 1.1 sec/ft for their high pressure 
(100 to 1000 psia) tests. 

fb t /Bb =0.01 --., 
Sz =Q.7 < B t / B b = O.I - --,,' 

Lae/5b = I.O- -

Fig. 5 The variation ol L \ B> with #1 
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front (a typical case for cryogenic coolants) 

different systems, with three different wall thicknesses and five 
different coolant flow rates, correlate very well under the dimen-
sionless coordinates, with hb chosen as 1.7 x 104 w/m2-deg C (3.0 
x 103 Btu/hr-ft2-deg F). This value compares very well with the 
average boiling heat transfer coefficient associated with the tran­
sition and nucleate pool boiling. Corresponding to this value, the 
Biot number Bo lies in the range between 0.410 and 0.733. This 
confirms that the present one-dimensional analysis is justified for 
these data. At small <?i, the trend of predicting high values of the 
wet front velocity indicates that the film wetting phenomenon be­
comes increasingly hydrodynamic dependent. 

It should be noticed that data taken at very large flow rates are 
not well correlated with the present (constant /it,) prediction, and 
are not included in Fig. 7. For large flow rates, part of the coolant 
may flow as droplets which bounce between surfaces. The dry 
surface would thus be precooled ahead of the wet front, resulting 
in very large wetting rates as compared with the present analysis. 
Very recently, Duffey and Porthouse [19] suggested a two-dimen­
sional analysis for the case of higher wetting rate. However, since 
the actual film flow rates were not directly determined [3], it is 
not possible to develop a meaningful relation for the heat transfer 
mechanisms at these large flow rates. It should also be cautioned 
that the present one-dimensional analysis is applicable only when 
the Biot number is less than one. For cases with thick walls, or 
high boiling heat transfer coefficients, i.e., pressures much higher 
than atmospheric, a two-dimensional analysis is necessary [6, 20]. 

The data of Duffey and Porthouse [3] also indicate an observed 
sputtering length of 0.5 cm. Since the present analysis predicts 

O.04 0.0<« 0.0S 0.1 0.2 ^ 0.4 Q.L 0.8 \ I 4 

Fig. 7 Comparison of predicted wet front velocity with experimental re­
sults 
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the sputtering length for a known system, it is of interest to eval­
uate the sputtering region heat transfer coefficient, /i*,, implied by 
this observed sputtering length. Unfortunately, the observed 
sputtering lengths were not recorded for each test condition. 
However, using the single 0.5-cm length with typical atmospheric 
water values of 02 = 0.05 and tV/Bo = 0.1 implies sputtering heat 
transfer coefficients ranging from 6.8 x 103 to 3.5 x 104 w/m2-deg 
C (1.2 x 103 ~ 6.1 x 103 Btu/hr-ft2-deg F) for the range of these 
tests. Thus, while more definitive sputtering length comparisons 
with the model are desirable, the current comparison magnitudes 
are entirely consistent with the film wetting velocity results. 

Additional sources of data are the channel wetting rates mea­
sured by Rogers and Leonard [14] during the emergency cooling 
tests for water reactors. A procedure was developed based on the 
Yamanouchi model to correlate data with nonuniform initial wall 
temperatures. From the present study, it is apparent that the 
form of Yamanouchi's result does apply to these cases with water 
at atmospheric pressure W2 < 0.2). However, the use of the Leid-
enfrost temperature to characterize the wet front would result in 
more realistic values for the heat transfer coefficient in the resul­
tant correlation. 

Conclus ions 
1 When a surface initially at a temperature higher than the 

Leidenfrost temperature is cooled by a falling liquid film, sputter­
ing occurs immediately behind the wet front. This phenomenon 
can be characterized by a three-region model: the dry region, the 
sputtering region, and the continuous film region. 

2 The heat transfer mechanisms associated with the film wet­
ting phenomenon are governed by four dimensionless parameters: 
two temperature parameters that characterize the wall tempera­
ture with respect to the Leidenfrost temperature and the temper­
ature range for sputtering, and two Biot numbers that compare 
the convective cooling in the continuous film region and the boil­
ing in the sputtering region with longitudinal heat conduction 
along the surface. A range is identified for one temperature pa­
rameter for which the heat transfer in the continuous film region 
exerts little influence on the wet front velocity. In this range, 
Yamanouchi's two-region model, despite its lack of physical real­
ity, can be employed for predictions of the wet front velocity, pro­
vided that the correct Leidenfrost temperature is used. 

3 The film wetting models are very sensitive to the wet front 
temperature. For a constant boiling heat transfer coefficient, the 
wet front velocity increases with this temperature. Thus, previous 
data correlations of wet front velocities using wet front tempera­
tures considerably lower than the temperature corresponding to 
the minimum heat flux in pool boiling have led to unreasonably 
high heat transfer coefficients. 

4 The heat transfer coefficient for the sputtering region can be 
determined either from observed sputtering lengths or measured 
wet front velocities. The comparison of the present model with 
atmospheric pressure water tests indicates very good predictions 
with a value of 1.7 x 10'4 w/m2-deg C (3.0 X 103 Btu/hr-ft2-deg 
F). This compares favorably with the average coefficient associ­

ated with the transition and nucleate pool boiling. This value also 
results in Biot number values less than unity, which justifies the 
one-dimensional conduction analysis for these tests. 
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An SEM Study of Nucleation Sites 
in Pool Boiling From 304 Stainless 
Steel 

A Scanning Electron Microscope (SEM) was used to examine pool boiling nucleation 
sites on 304 stainless steel in contact with distilled, degassed water. Nucleation sites were 
located during the boiling process by noting the coordinates of the bubble locations on 
the surface. These locations were then magnified using the SEM and photographs made 
of the nucleation sites. The radii of the cavities varied from 14.8ij.-in. to 180n-in. and the 
widths of grooves varied from 75fi~in. to I54tx-in. 

Introduct ion 
The literature on boiling is extensive [1-14]1 with each study 

focusing on a particular variable or set of variables. Studies on 
surface conditions and their effects on boiling have been both re­
warding and frustrating. The scanning electron microscope 
(SEM) has opened opportunities for examination of nucleation 
sites and the regions surrounding these sites. The objective of 
this study was to investigate, using a SEM, the surface locations 
of bubble formation on 304 stainless steel in contact with boiling 
water. The bubble formation sites were located during the boiling 
process by a measuring device that centered on the bubble on the 
surface and then related the location of the bubble center relative 
to a fixed point on the surface. The surface was then removed 
from the system and the bubble sites examined in the SEM, Heat 
flux versus superheat data were evaluated during the boiling pro­
cess and correlated using the Rohsenow equation [36]. 

Related Studies 
Sites. Bubbles in the boiling process are said to form at small 

nucleation sites such as pits, cavities, scratches, and grooves [18, 
21], The necessity for nucleation sites has been investigated ex­
perimentally by Hsu and Graham [7] and Otterman [8]. West-
water [9] has discussed "bumping" which occurs in liquids at the 
saturation temperature adjacent to surfaces without nucleation 
sites. Studies by Viskanta and Lottes [10] and Gordon, et al. [11], 
have shown that superheats initiating bubble formation on liquid 
mercury are considerably higher than the superheats required 
to cause bubble formation on solid surfaces. Bankoff's theoretical 
studies supplement the correlation of observation with theory 
[13], 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division. March 5, 1974. Paper No. 74-HT-P. 

Cavity Size. The size of a cavity must be within a given range 
if it is to be active during boiling. Hsu [14] has used a model [7] 
to predict the maximum and minimum size of effective cavities. 
The equations for maximum and minimum cavity size are 

( 1 -2Ci 
ysat 

8,„ 

L'sat 
9,„ 

1 -

sat 
e„. 

'-'sat 4r/C3 

6r?„, 

(1) 

(2) 

necessary condition for a cavity to be active is that 

m a x , it is not a sufficient condition. In the event there 
Although 

linn < r < r, 
are two cavities with similar geometry located very close to each 
other, the cavity with the shorter waiting period would be the 
preferred site. Further, the incipience of boiling can be predicted 
from the equation: 

2aC\ 
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This equation applies to the case of constant wall temperature. The 
criterion for incipience of boiling for the constant heat flux case 

<7o 
A 
6 0, 

2aC3 
[29, 

2aC:i, ,2aC 
)] (4) 

8 ' v 6 
Both these last equations show the effect of the "limiting ther­

mal layer" (6) and other variables on boiling and hence it should 
be realized that bubble formations are influenced by a number of 
variables in addition to the nucleation sites. 

Site Population. Bubble populations have been studied by 
Gaertner and Westwater [15]; also, Gaertner [16] determined the 
spatial distributions of active nucleation sites for water contain­
ing dissolved nickel salts boiling from copper surfaces. Kurihara 
and Myers [17], who determined the active nucleation sites vi­
sually, reported that boiling sites increased with increasing sur-
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face roughness and that boiling coefficients were proportional to 
the one-third power of the number of bubble columns rising from 
the heated surface. Heled and Orell [18J described an experimen­
tal technique facilitating the identification, location, and counting 
of nucleation sites. The technique is based on the observation of 
circular deposits formed on the heater surface from distilled water 
during the boiling process. The rings delineate nucleation regions 
within which nucleation sites should be expected. The size of the 
centrally located sites identified in [18] ranged from 590M-in. to 
2000>-in. in diameter. Some 15,700 sites/ft2 were counted. Theo­
retically determined diameters for these sites based on Hsu's 
model [14] were coincident with the experimentally determined 
diameters. No photographs of the surfaces were reported [18]. 

Photographic Studies. Porchey, et al. [19] used the scanning 
electron microscope to study pool boiling surfaces of gold plated 
copper, and silver and silver oxide. The main conclusion of the 
paper was that surfaces used in boiling heat transfer studies can 
differ physically and chemically from the surface one might ex­
pect as a result of surface preparation. Vachon, et al. [20] have 
also presented results of scanning electron microscope studies of 
surfaces used in boiling studies. The surfaces studied were etched, 
polished or Teflon coated. The character of the surfaces as a func­
tion of surface preparation was displayed vividly. Active nuclea­
tion sites have been identified by Clark, et al. [21] through photo­
graphic techniques. No active sites were found at grain bounda­
ries. The sites identified ranged from 300M-in. to 3300/u-in. in di­
ameter for the pits and 5(XV-in. in width for scratches. Patton and 
Hall (22] presented evidence showing the importance of nucleat­
ing cavity size in determining bubble emission frequency. The 
photographic studies by Kirby and Westwater [23] on boiling of 
methanol and carbon tetrachloride on ground-glass showed maxi­
mum bubble diameters to range from 17,000/j-in. to 9400/u-in. No 
surface studies are indicated. Strenge, et al. [24] photographed 
bubble growth rates for ether and pentane boiling on zinc and 
aluminum alloy. The photographs showed that bubbles formed at 
a given nucleation site under a constant superheat exhibited a 
pronounced variation in growth rates. 

Surface Effects. Numerous studies exist on the effect of sur­
face condition on boiling heat transfer [26-31]; analytical models 
of bubble evolution have been developed [2.5 and 26] and incipient 
boiling has been studied [32, 22, 23]. The occurrence of solid de­
positions on boiling surface as reported in [18] has been observed 
and studied by Pulling and Collier [35]. The deposits [35] were 
found to be 90 percent silica and occurred only where nucleate 
boiling had occurred. The Rohsenow correlation equation [36] has 
been examined in [39] and Nagarajan and Adelman [40] have 
shown the coefficient, CSf, and exponent, r, in the Rohsenow cor­
relation are functions of the liquid surface combination as well as 
grain structure. 

All of the above studies, presented synoptically, serve as a 
background for the present study and form the basis for the con­
clusions drawn from the observations of this study. 

Experimenta l Procedure and Apparatus 
Four bright, cold rolled, 304 stainless steel test specimens (4.6 

x 1.0 x 0.0351 in) were used in the tests. Each strip was placed 

Locator Coordinate 
Scales -

Fig. 1 Schematic ot bubble locator 

in a pool boiler (Fig. 1) for a series of test runs. The test strips 
were electrically heated and thirty-gage iron-constantan thermo­
couples attached to the underside of each specimen as seen in 
Fig. 1 were used to monitor specimen surface temperature. The 
top surface temperature was determined by analysis of the con­
duction equation for the situation described. 

The entire system was cleaned and degassed before admitting 
distilled water to a level three in. above the specimen. The water 
was preheated to saturation conditions and test strip a-c power 
was initiated. Initial a-c power was controlled so that the first 
twelve to twenty bubbles formed on the surface remained on the 
surface sufficiently long to allow the bubble locator (Fig. 1) to be 
positioned over the center of selected bubbles. This procedure of 
reaching saturation and initiating test strip a-c power was repeat­
ed several times to determine the reproducibility of bubble loca­
tions. When reproducible bubble center locations were known rel­
ative to a fixed point on the surface, the surface was removed for 
study in the scanning electron microscope. It was assumed that 
the bubble site on the surface was directly in line with the center 
of the bubble understudy. 

Exper imenta l Resul t s 
Examination of the 304 stainless steel test specimens revealed 

that a small spot or stain had formed at the location of the bub­
ble source. The size of these stains was 25,000^-in. to 30,000M-in. 
in radius. These stains were thought to be due to silica in the dis­
tilled, degassed water as discussed by Heled and Orell [18] and 
Pulling and Collier [35]. 

The four stainless steel test specimens (numbered 2 through 5) 

- N o m e n c l a t u r e -

a - parameter representing 2trTx/ 
A,,," 

('] = constant, 1 + cos yt/sin yt 

('3 = constant, 1 + cost/-
(',,- = coefficient in Rohsenow corre­

lation 

A; = latent heat of vaporization, 
Btu/lbm 

K = thermal conductivity, Btu/hr 
ft cleg F 

<7o = heat flux at incipience of boil­
ing, Btu/hr 

r = exponent of the heat flux term 
in Rohsenow correlation 

rmax = maximum cavity mouth ra­
dius, in. 

rmin = minimum cavity mouth ra­
dius, in. 

7"sat = saturation temperature, deg F 
(5 = limiting thermal-layer thick­

ness, in. 

0- = surface tension at liquid-vapor 

interface, lbf/ft 

"sat = Tsat - 7', , deg 

f)u. = T - T. , deg 

Owts = T - 1\ at incipience of boil­
ing, deg 

p = density of saturated liquid, 
lbm/ft3 

1/ = angle of bubble wall with re­
spect to horizontal, deg 
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were examined on the Mark II Cambridge Scanning Electron Mi­
croscope at thp NASA Marshall Spacp Flight <;Pnter Photomi­
crographs were made from thp oscilloscope display of the image.

Fig. 2(a) reveals an elliptically shaped cavity that served as a
nucleation sitp. The size of this cavity is approximately 96/l-in. in
radius. The photomicrograph shows tbe active cavity connected
to sevpral grooves in the surface. Also. after the first three or four
bubbles formed on the surface and power was increased. the en­
tire surface immediately began forming bubbles. This rapid
spreading of bubbles occurred on all four specimens.

Fig. 2(b) reveals an almost circular nucleation site with a radi­
us of approximately 55/l-in. Inspection of the photomicrograph in­
~Iicates that this active site is interconnected to other sites by a
network of grooves. The grooves in the surface are thought to be
grain boundaries.

Fig. :3(a) sbows a groove of approximatelv 15/l-in. in width and
450/l-in. in length. The white crusty material around the active
site is thought to be silica as previously described. Fig. 3(b) gives
a contrast between that part of the surface from which bubbles
were originating and that part from which bubbles were not form­
ing.

The cavity in Fig. :3(c) represents another active nucleation site
on specimen :3. The radius of the cavity is approximately 38.51l-in.

Figs. 4(a) and 4(b) represent the same active nucleation site at
different magnifications. The radius of the cavity is approximate­
Iv :J//l-in. A closer examination of the cavity in Fig. 4(b) seems to
indicate another cavity within the cavitv. This smaller cavity has
a radius of II/l-in.

Figs. 5(a) and 5(b) shows 1:300 x and 13500 x magnifications of the
same active nucleation center. The active nucleation center be­
gins as a circular-type cavity and extends to a groove. The radius
of the cavity is 115/l-in. and the groove has a width of 154/l-in.

Fig. 6(a) represents an active nucleation center that is a cavity­
groove combination. The cavity bas a radius of :JO/l-in. and the
groove has a width of approximately :38/l-in. This active center

Fig. 2 Photomicrograph of specimen 2

Fig. 3 Photomicrograph of specimen 3

Fig. 4 Photomicrograph of specimen 4
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Fig. 5 Photomicrograph of specimen 4

seems to have formed in a grain boundary.
Fig. 6( oj illustrates a bubble site that begins as a void in the

surface and leads to several grooves of different widths. This bub­
ble site is most probably formed in a grain boundary also.

An elliptically shaped cavity with a radius of 1801'-in. is shown
in the center of the spot of Fig. 7(0). Fig. 71 b) shows a 2700 x mag­
nification of the white particles seen in Fig. 7(0) These particles
are felt to be silica deposits previously discussed.

An elliptical cavity with an approximate radius of 18.51'-in. is
shown in Fig. 7(c).

An active site of specimen 5 is shown in Fig. 8(0) at a magnifi­
cation of 2700. This site is enlarged to a magnification of 1:3,500 in
Fig. 81 b). The radius of t his cavity is approximately 14.81'-in.

Discussion of Results
Heled and Orell [18] used the mathematical model of Hsu [14]

for a temperature difference of 18 deg F and an assumed bounda­
ry layer thickness of :1000/l-in. and found a theoretical cavity ra­
dius range of 200Ii-in. to 1:3001"in. Data by Clark, et al. [21] were
correlated with the model of Hsu also. yielding a theoretical cavi­
ty radius range of 150 to 15001'-in.

The radii of the active mucleation cavIties found in the present
study ranged from 14.81'-in. to 180I'·in. The widths of the active
grooves ranged from 761'-in. to 1541'-in. Thus. the radii of the ac­
tive nucleation sites did not fall into the range of radii predicted
by Hsu's mathematical model. There seem to be several possible
explanations to account for the discrepancies between tbe mea·
sured radii and those predicted by Hsu's :Ylathematical model. It
is noted that data by Heled and (Jrell [18] and Clark, et al. [21]
have been correlated successfully with the mathematical model of
Hsu. The heat transfer surface used bv Heled and Orell was high­
ly polished brass. The brass was electroplated with either chrome
or nickel. Extremely smooth and bright surfaces were exhibited.
The heat transfer surfaces used by Clark, el aI., were machined

Fig. 6 Photomicrograph of specimen 4

,\. 270 X ~'a1:~H'ico1tjon

c_

Fig.? Photomicrograph of specimen 5
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and highly polished zinc and aluminum alloy. The resulting finish
of these surfaces was smooth, reflective, and brilliant. The stain·
less steel surfaces used in this study were mill surfaces. No at·
tempt was made to machine, polish or electroplate them. The
surfaces were used just as they had been received from the mill,
with tbe exception of cleaning. Although Hsu places no restric·
tions on the type of surface finish that his mathematical model
applies to, it is felt that the difference in surface finish between
the surfaces of Heled and Grell and Clark, et aI., and the stain·
less steel specimens partially explains the fact that the data ac·
quired in this study was not correlated by Hsu's model. The max·
imum and minimum cavity radius equations developed by Hsu,
equations (1) and (2), depend on the constants C\, C3 , and b. The
constants C\ and C3 depend on the contact angle and the angle of
the tangent to the cavity mouth with respect to the horizontal.
Hsu did not measure these angles in order to calculate (', and C3 ,

but assumed values of C, and C3 based on a very idealized cavity
that had a bubble nucleus with a height equal to the bubble nu·
cleus base radius. These types of bubbles were rarely encountered
during observation in the laboratory. More accurate values of C,
and C3 should be determined for the case of water boiling on the
mill·finish surface of stainless steel before an attempt is made to
use Hsu's mathematical model to predict cavity radius. Further·
more, the value of b = 0.003 in. was used in all calculations by
Hsu. This value was chosen because it allowed successful correia·
tion of the data. Hsu states that b varies with each system and
that b for water may not always be the same for all cases. There
seems to be a great loss of generality by using b = 0.003 in. in all
cases, especially when it is known that b depends on turbulence,
which is statistical in nature. It is also known that b decreases in
the vicinity of a bubble producing site. Hsu states that the higher
the natural convective turbulence the smaller the value of b. In
general, a smaller (, means a narrower range of effective cavities.
Thus a higher natural convective turbulence could result in

Fig. 8 Photomicrograph of specimen 5

Fig.9 Phomicrograph of gold-plated copper (reference [19))

smaller active cavities. The values of the constants Cl, C3 , and b
very possibly were not even in the range of the true values of Cl,

C3 , and (, for water boiling on stainless steel. This further ex·
plains the fact that Hsu's mathematical model did not predict
cavity radius as observed in this study.

The active nucleation sites shown in this study are not intui·
tively obvious as those illustrated by Porchey, et al. [19J and
Clark, et al. [211. This is seen by comparing Figs. 2 through 8
with Figs. 9( a), 9( b), and 9( c). The surfaces used by Porchey, et
aI., were gold plated copper and silver and silver oxide. The sur·
faces exhibited a smooth mirror finish. Clark, et aI., used pol·
ished zinc and aluminum alloy surfaces. These surfaces exhibited
a low density of nucleation sites. In contrast, the surfaces used in
this study were mill rolled stainless steel specimens and were not
polished. These surfaces did not exhibit a smooth mirror finish as
those of Porchey. et al" and Clark, et al. This contrast of surfaces
explains why those in this studv did not have active nucleation
sites that were easily discernible as in the investigations of POl"
chey, et aI., and Clark, et al.

The grooves which were present at almost all nucleation sites
could possibly have had an effect on t he boiling. If the active site
is interconnected to other active sites by these grooves. boiling
could spread rapidly from one locat ion to anot her along the
grooves until the entire test specimen is active. Indeed, this rapid
spreading was observed in the experiments. It is felt that this is
due to the interconnected nucleation sites, as suggested by the
photomicrographs.

Conclusions
The conclusions reached from the studv are as follows:
1 The cavitv radius prediction equations of Hsu do not gener·

ally apply to pool boiling of water on the surface of mill·finish
stainless steel in the same manner as that previously employed bv
Hsu. These equations could be made to apply more generally to
various systems by a thorough study of the variable (, and the
constants ('1 and (',3 for different svstems.

136 / MAY 1974 Transactions of the ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 Pho tomic rographs indicate a possibil i ty of grooves having 

the effect of i n s t an taneous ly ac t iva t ing o the r si tes. Th i s phenom­

enon was witnessed dur ing exper imen ta l r uns . 

3 Bubb le sources were su r rounded by white depos i t s . These 

white deposi ts were t h o u g h t to be silica on the basis of work done 

by Pul l ing and Collier [35]. 

4 It was concluded t h a t the grain boundar ies had l i t t le effect 

on the boiling, except for the i r role in t h e incept ion of boiling. 

The resul ts of th i s s tudy hopefully add ano the r piece to the jig­

saw puzzle of knowledge on boiling. 
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Theoretical Model of the 
Mixture-Vapor Transition Point 
Oscillations Associated With 
Two-Phase Evaporating Flow 
Instabilities 

A horizontal tube evaporator in which complete vaporization takes place can be divid­
ed into three distinct regions—a subcooled, a two-phase, and a superheat region. The 
mixture-vapor transition point corresponds to the liquid film dry out point, and when en-
trainment is negligible, it represents the boundary between the two-phase and superheat 
regions. Experimental evidence indicates that during what is conventionally accepted as 
steady flow conditions, the motion of the mixture-vapor transition point is of an oscilla­
tory nature. Furthermore, not only are the oscillations random, but their statistical 
characteristics can be represented by a modified Rayleigh distribution. This paper pre­
sents the formulation of a theoretical model which incorporates various deterministic 
mechanisms, while at the same time includes the existence of a random phenomenon. 
The model has the capability of predicting the influence of evaporator heat flux and 
inlet flow quality on the statistical characteristics of the transition point oscillations. 
Perhaps, the most significant potential of the proposed model is that it represents a first 
step toward the formulation of some of the fundamental mechanisms associated with 
two-phase evaporating flow instabilities on a statistical basis; a basis which appears to 
be consistent with many of the experimental observations currently available. 

Introduct ion 

Thermal-hydrodynamic instabilities encountered in two-phase 
evaporating flow have received considerable attention during the 
past decade. Boure, Bergles, and Tong [l]1 recently reviewed the 
technical literature in this area in an effort to classify the various 
types of thermal-hydrodynamic flow instabilities, and to identify 
their causes and mechanisms. 

Flow instabilities have been observed in vertical natural circu­
lation evaporators, as well as vertical and horizontal forced circu­
lation evaporators. In an experimental investigation of a horizon­
tal-tube forced circulation evaporator in which complete vapor­
ization takes place, Wedekind [2] observed an oscillatory phe­
nomenon which appears to be related to the same mechanisms 
which cause density wave instabilities f3, 4], yet in its own unique 
wav is different in its manifestations. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received bv the Heat Transfer 
Division, June 15, 1973. Paper No, 74-HT-T. 

Mixture-Vapor Transition Point. The mixture-vapor transi­
tion point is experimentally observed by utilizing the light scat­
tering properties of the two-phase mixture. The photographic 
technique which has been developed for a glass tube evaporator 
detects that position in the evaporator where the last of the liquid 
film is vaporized. This means that the tube wall is dry, and that 
no droplets of suspended liquid are visible. This does not rule out 
the possibility of there being some liquid in the form of micro­
scopic droplets entrained as an invisible mist. In fact, when a 
small self-heating thermister probe is inserted into the flow 
stream immediately downstream of the visually detected transi­
tion point, the presence of some liquid droplets is evident. 

However, for the range of experimental data under consider­
ation, the effects of entrainment are believed to be negligible. 
This conclusion is supported by the fact that the dimensionless 
vapor velocity for all of the data is a factor of 1.8 below the criti­
cal value for the onset of entrainment is established by Steen and 
Wallis [9]. Furthermore, energy balances, assuming a quality of 
unity at the transition point, consistently predict the mean posi­
tion of the transition point within the experimental accuracy of 
the instrumentation involved. 
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Mixture - Vapor 
Transition Point 

Fig. 1 Regions of a horizontal tube evaporator 

rate; this taking place with an inlet flowrate which was invariant 
with time. 

It would appear from the implications of some of the aforemen­
tioned observations, that the behavior of the mixture-vapor tran­
sition point is an important and necessary consideration in any 
attempt to analyze theoretically the overall dynamic characteris­
tics of a tube-type evaporator in which complete vaporization 
takes place. Its behavior also has some interesting implications 
with respect to the statistical characteristics of some of the fun­
damental mechanisms associated with two-phase evaporating 
flow instabilities. The purpose of this study was to explore some 
of these implications. 

If entrainment is negligible, the transition point represents the 
boundary between the two-phase region and the superheat region. 
In a horizontal tube evaporator, the transition point is sometimes 
tapered, due to the existence of a nonuniform film thickness in 
the liquid annulus. When a taper exists, the position of the tran­
sition point is defined as the taper midpoint. Much of the experi­
mental data which will be referred to in this study was presented 
in an earlier paper [2], Although it varied considerably, the aver­
age taper length for the aforementioned data was 4.0 in. 

Experimental Observations. Experimental evidence [2] in 
the form of high speed motion pictures indicates that the transi­
tion point oscillates even for what is conventionally considered to 
be steady-state conditions. Furthermore, a study of the charac­
teristics of these oscillations indicates that not only are the oscil­
lations random, but that their statistical characteristics can be 
represented by a modified Rayleigh distribution. It is not uncom­
mon for the peak-to-peak amplitude of the oscillations to be 10 
percent of the transition point position. 

As was pointed out in the aforementioned reference, the transi­
tion point oscillations appear to be a consequence of liquid waves 
which propagate along the liquid annulus in the annular flow re­
gime. Those waves which reach the superheat region, "wash up 
on" and "recede from" the dry tube wall much like the surface 
waves on a lake interact with a beach. Visual observations indi­
cate that the liquid waves which propagate within the annular 
flow regime are actually a continuation of waves or slug caused 
waves that form in the flow regimes existing in the early stages of 
the evaporation process. 

In a very recent study (10], outlet flowrate oscillations have 
been observed to accompany oscillations in the mixture-vapor 
transition point, even under conditions conventionally accepted 
as steady-state. Theoretical and experimental evidence indicates 
a direct correlation between the two random phenomena. Again it 
was not uncommon to observe outlet flowrate oscillations with 
peak-to-peak amplitudes which were 10 percent of the mean flow-

Nomenc la ture 

Theoret ica l Model 
The theoretical model which is presented represents an exten­

sion of an earlier model [5] which proved successful in predicting 
the transient response of the mean motion of the transition point 
due to a change in evaporator flowrate or heat flux. The model 
assumes entrainment to be negligible. 

Fig. 1 schematically depicts an evaporator consisting of a two-
phase and a superheat region. Although the schematic indicates 
an annular flow configuration in the entire two-phase region, this 
is for schematic simplicity only, and does not mean to imply in 
any way that an annular flow configuration always exists. 

Conservation Analysis. 
Continuity Equation. The conservation of mass principle, si­

multaneously applied to the liquid and vapor in the two-phase re­
gion, yields 

J_ 
(It 

[p + (p' - p)n\Atdz = tnt(z, l)z,(l - mt(z, t)^Mt> (D 

Physically, the expression on the left-hand side of equation (1) 
represents the instantaneous time rate of change of the mass ol 
liquid and vapor within the two-phase region. On the right-hand 
side, the first and second terms are the instantaneous rate at 
which fluid enters and leaves the region, respectively. 

Energy Equation. The conservation of energy principle, simul­
taneously applied to the liquid and vapor in the two-phase region, 
yields 

j ! _ 
dt 

[ph + (p'W - ph)a]Atdz = / p/dz 

+ {[!> + (//' - li)x]»it(z, t)l__B - \h'm,(z, t)\^{t) (2) 

The physical meaning of the various terms in equation (2) can 
be explained as follows: The left-hand side of the equation repre­
sents the instantaneous time rate of change of thermal energy 
within the two-phase region; the terms on the right-hand side 

do = constant, in. 
At = total cross-sectional area of tube, 

ft2 

/( ) = probability density function 
F( ) = distribution function 

fq = evaporator heat flux, Btu/hr ft2 

h = specific enthalpy of saturated 
liquid, Btu/lbm 

local instantaneous total mass 
flow rate of fluid (liquid and 
vapor), lbm /min 

total inlet mass flow rate to 

evaporator, lb„,/min 
average evaporator pressure, 

lb,/in.2 

inside circumference of evapora­
tor tube, ft 

independent variable, time, sec 
initial time, sec 

V = dummy variable, sec 
x(z, t) = local flow quality 

xQ(z. t) 

m,{z, t) 

mt. 

xi(z, t) 
x(t) 

xo 
Xl(t) 

z 

a(z, t) 

P 

P = 

t 
to = 

nonoscillatory local flow quality 
flow quality at evaporator inlet 
local flow quality perturbation 
mean flow quality 
mean nonoscillatory flow quality 
mean flow quality perturbation 
independent variable, longitu­

dinal position in evaporator, in 
local void fraction 

ao(z, t) = local nonoscillatory void fraction 
otiiz, t) = local void fraction perturbation 

nit) = mean void fraction 
a, = void fraction at evaporator inlet 
«o = mean nonoscillatory void frac­

tion 
diitj = mean void fraction perturbation 

f = transformation constant 
y = principle characteristics param­

eter in the Rayleigh distribu­
tion 

>?») instantaneous position of the 
transition point, in. 

ij = mean value of the transition 
point, in. 

£(t) = oscillatory motion of transition 
point, in. 

p = density of saturated liquid 
phase, lbm/cu ft 

(Txi = standard deviation of mean flow 
quality perturbation 

<r = standard deviation of the transi­
tion point, in. 

Subscripts and Superscripts 

Symbols of physical quantities and prop­
erties which do not possess a superscript 
generally refer to a saturated liquid. Primed 
(') symbols of quantities and properties re­
fer to a saturated vapor. 
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represent, respectively, the instantaneous rate at which energy is 
being added to the two-phase region in the form of heat, and the 
instantaneous net rate at which thermal energy is being carried 
into the region by virtue of mass crossing its boundaries. 

Combined Conservation Equation. At any given cross-section­
al area of the two-phase region, the liquid and vapor pressures are 
assumed equal. Furthermore, the physical properties of the satu­
rated liquid and vapor are assumed to be independent of both 
axial position and time. With these assumptions, equations (1) 
and (2) can be combined to yield the following conservation equa­
tion: 

pAt(h' -h) 'Mt) 4 r-b-rt^w'V dt dt 

(3) = ( / / - / ( ) (1 -x^nitlz, !),._„ 
Perturbation Analysis. 
Void Fraction Perturbations. The foregoing model is extended 

to include the oscillatory phenomenon by expressing the local 
void fraction, a(z,t), in terms of a nonoscillatory and a perturba­
tion void fraction; thus 

a(z,t) = a„{z, I) + ax{z, t) (4) 

where aQ(z,t) represents the local void fraction distribution if 
there were no oscillations in the transition point, and a\(z,t) rep­
resents the local void fraction perturbations directly associated 
with the random oscillations. 

Within the two-phase region, a spatial mean void fraction, a(t), 
can be approximated by 

1 ..; 1 . . » < » 

a (I) = cy„ 
>1 

•,(z,t)dz + ~-rr; \ ai(z,t)dz 

(5) 

where r\(t) is the actual position of the transition point, and ij its 
mean position. In general, both could be functions of time, since, 
as was encountered in reference [5], the oscillations can be super­
imposed upon the mean transition point motion for both steady 
and transient flow conditions. However, this paper is primarily 
concerned with the mechanisms associated with the transition 
point oscillations. Therefore, what are conventionally accepted as 
steady-state conditions are assumed to exist; the evaporator inlet 
flow rate, mtj, inlet quality, xf, and evaporator heat flux, fQ, are 
assumed to be constant. Under these conditions, the mean transi­
tion point position, fj, will be invariant with time, however, be­
cause of the random process involved, its instantaneous position, 
rj(t), will be time dependent. 

Therefore, the mean nonoscillatory void fraction, do, is as­
sumed to be invariant with time and is the same quantity de­
scribed in reference [5], However, because of its assumed relation­
ship to the transition point oscillations, the mean void fraction 
perturbation, ai(t), will be time dependent. 

Flow Quality Perturbations. Considering the void fraction to 
be a function of flow quality, the concept of a flow quality pertur­
bation would be consistent with the foregoing; thus 

x(z,l) =x„(z,l) + .v , (2 , / ) (6) 

where x0(z,t) represents the local flow quality distribution if there 
were no oscillations in the transition point, and Xi(z,t) represents 
the local flow quality perturbations directly associated with the 
random oscillations. 

Since the flow quality and void fraction are directly related to 
each other, and since the mean void fraction, «, has already been 
defined as a spatial mean, the mean flow quality, x, should be 
defined in a manner that is consistent with both interrelation­
ships. 

Such a definition for mean flow quality could be of the form: 

W) = x„ , ( / ) = 
(1 

/ x0(a0)dn{l 

1 
—, f xi(a,t)da (7) 

(1 -at) 

where on is the inlet void fraction corresponding to the inlet flow 

quality, x,. 
The first term on the right-hand side of the foregoing equation 

defines the nonoscillatory mean flow quality, xo, which is as­
sumed to be invariant with time, and the second term defines 
what will be referred to as the mean flow quality perturbation, xl. 
Because of its relationship to the transition point oscillations, the 
mean flow quality perturbation will be time dependent. 

Relationship Between the Nonoscillatory Mean Void Fraction 
and the Nonoscillatory Mean Flow Quality. Since for conven­
tionally accepted steady-state conditions, a0 = cto(x0), a change 
of variables can be made to the appropriate term in equation (7) 
yielding 

1 r1 ' " , , . 1 , '1-" dct„ 
Vx ( 

-0dxA8) 

The foregoing expression can be evaluated by integrating by 
parts; yielding after rearrangement 

1 

(1 - a { ) 
-> {1 - (X;«,-)- J tt0(,V0)rf.Vtl} (9) 

Now, for a uniform heat flux, /„, the nonoscillatory flow quali­
ty, xo, can be expressed in terms of the axial position in the evap­
orator, z. as follows: 

v0(z) = .*,. + (10) lmtii(h' -h) '* 

Because of the way in which the mean position of the transition 
point and the flow quality are defined, Xo = 1 when z = >), there­
fore equation (10) can be used to yield 

PA 
U - . v , ) = i."; t.tOi'-h) -'? (11) 

Using equations (10) and (11), and making a change of variables 
from axial position in the evaporator to the corresponding flow 
quality, the nonoscillatory mean void fraction, do, from equation 
(5) can be expressed as 

1 . l . i i 

^ = (1 _ r ) ' ^nU'oHvj, (12) 

The foregoing expression represents a means for calculating the 
nonoscillatory mean void fraction in conjunction with the avail­
ability of a relationship between void fraction and flow quality 
such as those suggested by Levy [6] and Fujie [7], These relation­
ships are shown [5] to be in reasonable agreement with Hufsch-
midt's [8] experimental data for Refrigerant-12 flowing in hori­
zontal tubes over a wide range of flow qualities. 

The combination of equations (9) and (12) yields the following 
relationship between the nonoscillatory mean void fraction and 
the corresponding mean flow quality: 

It should be noted here that because of the way in which it is de­
fined, do ^ oto(xo). 

Relationship Between Mean Void Fraction Perturbations and 
Mean Flow Quality Perturbations. A relationship between the 
mean void fraction perturbation and mean flow quality perturba­
tion, ai(t) and i j r t j , respectively, can be obtained by assuming 
that they are related in a manner similar to the way in which the 
nonoscillatory mean void fraction, do, is related to the nonoscilla­
tory mean flow quality, x0; a concept consistent with perturba­
tion theory. This idea can be expressed analytically by utilizing 
equation [13]; thus 

( 1 - a , ' 
a At) ^ *,(/) = 

3.Vn 

-xAt) (14) 
( 1 - * , ) 

Fig. 2 graphically depicts the various relationships between void 
fraction and flow quality that are presented in this section. 

Relationship Between Transition Point Oscillations and Mean 
Flow Quality Perturbations. A relationship between the transi­
tion point oscillations and the mean flow quality perturbations is 
developed by introducing the void fraction perturbation into the 
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combined conservation equation. 
Utilizing equations (5) and (11), for a uniform heat flux, equa­

tion (3) can be expressed in the form 

d Pf, 
rf/{"(f)ll-a«-ff'(/)»=pA7{5^ V~v(t)} (15) 

Separating the variables and integrating the foregoing differen­
tial equation from some initial time, to. to any arbitrary time, t; 
after rearrangement, yields the following expression for the mean 
void fraction perturbation, cti(t): 

« i ( » = ~^ {(1 ~ Solvit) - v] + c9 

+ -^f^)ij"(n^]dt'} (16) 

where the constant, ao, is defined as 

<h = " I U O M ' O ) - (1 - a A vi'o) ~ v\ (17) 

Introduce the transition point oscillations, £(t), defined as 

£(rtM(/)-77 (18) 
T h e r e f o r e : 

1 

vii) 
i 

n + tit) 

1 
rj k 

1 

+ A10 
v 

} (19) 

Since experimental data [2] indicates that, ^(t)/rj < 0.1, the bino 
mial expansion can be used and simplified to yield 

1 ~ * M tip , 1 
Vit) rj T) ?j 

Utilizing equations (18) and (20); equation (16), after rear 
rangement can be reduced to 

(20) 

- , A ,-, - \ £ i t ) _>. <h , P r o 
1 i) r, pAtih - h)i] 

i(l')dl' 
o 

(21) 
A relationship between the mean flow quality perturbations, 

Xi(t), and the transition point oscillations, ((t), can be obtained 
by introducing equation (14) into the foregoing expression; thus 

xM)= - ( l - - v < ) 
( l - a ( ) 

Pf-
?j pAtih'-h)t) J

t.._t 
f tii')dt'} (22) 

Statistical Analysis. 
Statistical Relationship Between Transition Point Oscillations 

and Mean Flow Quality Perturbations. In reference [2], it was 
shown that the motion of the mixture-vapor transition point, i)(t), 
could be treated as a random variable. Thus, because of its defi­
nition, the transition point oscillations, l-(t), will also be random. 
As a result of equation (22), this makes the mean flow quality 
perturbation, x\(t), a random variable as well. 

What is of primary interest in this section is the establishment 
of a relationship between the statistical characteristics of the 

X, 0.4 0.6 

Flow Quality, x 

Fig. 2 Void fraction versus How quality relationships 

transition point oscillations and the corresponding m character­
istics of the mean flow quality perturbations. Since transition 
point oscillations, %(t), have been measured and reported (2] for a 
variety of conditions, it is possible to use equation (22) to calcu­
late the corresponding mean flow quality perturbations, x\(t). 
This evaluation becomes somewhat cumbersome because of the 
need for the numerical integration of the integral term involved. 

The contribution of the integral term has been investigated ex­
tensively in this study for the experimental data under consider­
ation. Since (,(t) is an oscillatory function, a characteristic of the 
integral term is that its magnitude, for any value of time, is in­
versely proportional to the apparent frequency of the transition 
point oscillations. This fact can be readily demonstrated by con­
sidering the integral of any time dependent sinusoidal function. 
For the transition point oscillations under consideration, the 
frequencies range from 0.3 to 4.0 Hz. Therefore, for the experi­
mental data under consideration, the contribution of the integral 
term to the statistical characteristics of the mean flow quality 
perturbation turns out to be small. It does contribute to its mean 
value, but not appreciably to its statistical distribution2 about its 
mean, or its standard deviation. Therefore, because of the simpli­
fication obtained, the integral term will be neglected. Further­
more, the magnitude of the initial condition constant, ao, is arbi­
trary, since it also does not influence either the statistical distri­
bution or the standard deviation. Thus, it too will be set equal to 
zero. 

Using the foregoing simplifications and equations (11) and (18), 
for the purposes of determining a correlation between the statis­
tics involved, equation (22) can be expressed as the following sim­
ple relationship between the transition point oscillations and the 
mean flow quality perturbations: 

, (1 - tVj) mt lilt' - /;) i -
t i t ) = ? / ( / ) - 7 7 

«..) PL 
v,(/) (23) 

Applying the concepts of applied probability theory, the stan­
dard deviation of the transition point oscillations can be obtained 
by performing the appropriate operation on equation (23); thus 
yielding the following relationship between the standard devia­
tion of the transition point oscillations, arr and the standard de­
viation of the mean flow quality perturbations, oxtii. 

a 
(24) (1 - «„) 

a j) »it iih' 

Statistical Characteristics of Mean Flow Quality Perturbations. 
In this section, experimental evidence will be presented which in­
dicates that the statistical characteristics of the mean flow quali­
ty perturbations, x-i(t), are relatively independent of inlet flow 
quality and heat flux. Furthermore, it will be shown that these 
characteristics can be approximated by a transformed Rayleigh 
distribution. If the linear transformation (f + xi) is used as an 
argument, the density function for the mean flow quality pertur­
bation becomes 

M +X , ) 

where 

and: 

2-U: ( ) e x p { - ( ? + y,)2 

( 1 / 2 ) (Try! 

4<V 
( 4 - ; 

(£ 0(25) 

(26) 

(27) 

2 The transition point oscillations under consideration have been shown 
[2] to have an assymetrical distribution. Physically, the transition point 
does not oscillate as far downstream of its mean as it does upstream. It is 
of interest to note that the contribution of the integral term in equation 
(22) attempts to make the mean flow quality perturbations more symmet­
ric than that of the transition point; although for the data presently under 
consideration, this effect appears to be negligible. It is possible, however, 
that these effects cannot be neglected if the average heat flux in the do­
main of the transition point oscillations is high enough. 
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An important, implication of the ability of the transformed 
Rayleigh distribution to predict the statistical behavior of the 
mean flow quality perturbation, is that only one statistical pa­
rameter, crin), is needed to specify the distribution. Unbiased es­
timates of this parameter can be determined from experimental 
measurements of the mixture-vapor transition point oscillations 
during steady state conditions. Only two such measurements are 
needed, the mean value, i), and the standard deviation of the 
transition point about its mean, a„. 

With the foregoing density function, the distribution function 
for the mean flow quality perturbation can be expressed as: 

F(K +xs) = j - v exp dv 

= 1 - exp (t + -V,)2 (28) 

Using the experimental data [2] on the transition point oscilla­
tions, it was possible, by using equation (23), to obtain approxi­
mately 15,000 values for the mean flow quality perturbation, 
Xt(t). for 25 different tests. These tests involved the same evapora­
tor geometry, the same refrigerant and mass flow rate, but were 
for a variety of evaporator heat fluxes and inlet flow qualities. 
The evaporator geometry consisted of five 6 ft long, 0.292 inch II) 
glass tubes arranged in a serpentine configuration. Refrigerant-12 
was used at a flowrate of 1.8 lb„,/min. Inlet flow qualities and 
heat fluxes ranged from 0-30 percent, and 3200-9100 Btu/hr-ft,2 

respectively. 
Consistent with the theoretical model, all of this experimental 

data were assumed to come from the same random sample. 
Therefore, such statistical parameters and characteristics as its 
standard deviation, frequency of occurrence, and cumulative fre­

quency of occurrence could be determined. Fig. 3 depicts a com­
parison of the experimentally measured frequency of occurrence, 
with the density function as predicted with a modified Rayleigh 
distribution. There seems to be considerable agreement between 
the Rayleigh density function and the experimental data. 

The experimentally measured cumulative frequency of occur­
rence is compared with the Rayleigh distribution function in Fig. 
4. Excellent agreement is seen to exist. Therefore, since the 25 
tests involved represented a variety of evaporator heat fluxes and 
inlet flow qualities, the independence of the mean flow quality 
perturbations from either of these parameters seems to be reason­
ably well supported. 

Comparison of Theoret ica l Predict ions With 
Experimental Observat ions 

The complexity of the phenomenon under consideration has 
made it necessary to make a large number of approximating sim­
plifications in an effort to formulate a theoretical model which 
has any analytical usefulness. Therefore, the success of the result­
ing model must be judged ultimately by its ability to predict the 
outcome of the phenomenon, and to provide insight into the ef­
fects of various physical parameters associated with the phenom­
enon. 

Effects of Evaporator Heat Flux on Transition Point Oscil­
lations. In the previous section, it was demonstrated that the 
mean flow quality perturbations are relatively invariant with 
evaporator heat flux. Therefore, the theoretical model developed 
earlier predicts that the amplitude of the transition point oscilla­
tions are inversely proportional to the evaporator heat flux. This 
is expressed statistically in terms of the standard deviation by 
equation (24); thus 

(1 - r t ; ) int>,.(/,'-/,) 

(T^V) Tr (29) 

The ability of this model to predict the influence of evaporator 
heat flux on the transition point oscillations is demonstrated in 
Fig. 5, where the predictions made by the foregoing model are 
compared to experimental data. In the theoretical curve present­
ed, the mean flow quality perturbation statistics are based upon 
the average statistics of all of the accumulated experimental 
data. The agreement which exists between the analytical and ex­
perimental results seems to speak for itself; especially when con­
sideration is given to the indirect experimental uncertainties 
which are possible; not uncertainties in measuring the transition 
point statistics, but in measuring parameters such as inlet flow 
quality, heat flux, flowrate, etc., used in the model. 

Furthermore, it should be noted that the experimental statisti­
cal characteristics necessary to analytically predict the random 
characteristics of the mean flow quality perturbations for the 

9.0 r 

Heat Flux, fq, B t u / h r - f r 

Fig. 5 Influence of heat flux on transition point oscillations 
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Saturated Refrigerant - 12 

Fujie's Void Fraction Mode! [7] 

Inlet Flow Quality, x, 

Fig. 6 Influence of inlet flow quality on liquid fraction ratio 

range of heat fluxes shown could have been obtained from a single 
experimental test at one particular heat flux; thus emphasizing 
one of the primary utilities of the proposed theoretical model. 

Effects of Inlet Flow Quality on Transition Point Oscilla­
tions. It is not immediately apparent from an examination of 
equation (29) just how the inlet flow quality affects the ampli­
tude of the transition point oscillations, since both the inlet void 
fraction, at, and the nonoscillatory mean void fraction, d0, are in­
direct functions of the inlet flow quality, xi. The inlet void frac­
tion, a*, can be determined using Fujie's model [7], which relates 
the flow quality and void fraction. 

* l / 4 ( £ ) l / 2 

all P 
(1 - a ^ 2 ) 

(30) 

{(p /p ' ) ( l -a) + a[l + 9 
(1 - f f t / 2 ) 

The foregoing relationship is depicted graphically in Fig. 2, for 
refrigerant-12, where the parameter a = 10.0 psia; based upon 
Hufschmidt's [8] experimental data. 

The nonoscillatory mean void fraction, a0, can be determined 
utilizing equation (30), in conjunction with the numerical integra­
tion of equation (12). Therefore, the effect which the inlet flow 
quality has on the transition point oscillations can be seen by ex­
amining the liquid fraction ratio, (1 - ai)/(l - «0), as a function 
of inlet quality. Fig. 6 displays a plot of this ratio as a function of 
inlet flow quality. Note the strong influence of evaporator pres­
sure for inlet flow qualities of less than five percent. 

The ability of the proposed theoretical model, expressed by 
equation (29), to predict the influence of inlet flow quality on the 
transition point oscillations is depicted in Fig. 7, where the pre­
dictions made by the model are compared to experimental data. 
The theoretical curve presented is based upon the accumulated 
experimental data associated with the mean flow quality pertur­
bation statistics. The agreement which exists between the analyt­
ical predictions and experimental results seems to be quite good. 

As with the influence of heat flux, the experimental data neces­
sary to predict the random characteristics of the mean flow quali­
ty perturbations for the range of inlet flow qualities shown could 
have come from a single experimental test at one particular inlet 
flow quality. In fact, the same single test could have been used as 
was used for the heat flux data. 

Conclusion 
Normally, a prerequisite to the formulation of any theoretical 

model which describes a certain physical phenomenon, is an un­
derstanding of the various mechanisms involved. However, when 
a particular mechanism influencing a phenomenon is very com-

Refrigerant-12 p - 96 psia 

m, | = 1.8 Ibm/mn t --320OBtu/hr-ft2 

Estimated Experimental 
Uncertainty Bands 

0.00 0.05 0.25 0.10 0.15 0.20 

Inlet Flow Quality, x. 

Fig. 7 Influence of inlet flow quality on transition point oscillations 

plex or is not completely understood, it is sometimes possible to 
propose a simplified model of the phenomenon which lumps the 
mechanism's effects into a single, determinable parameter. Such 
simplifications usually render the model more amenable to analy­
sis, although they often place definite restrictions on the results of 
such an analysis. The success of any theoretical model is judged 
ultimately by its ability to predict the outcome of a phenomenon, 
and to provide insight into the effects of various physical parame­
ters associated with the phenomenon. This study has been ap­
proached with the foregoing perspective. 

As was mentioned earlier, perhaps the most significant poten­
tial of the proposed theoretical model is that it represents a first 
step in the formulation of some of the fundamental mechanisms 
associated with two-phase evaporating flow instabilities on a sta­
tistical basis; a basis which appears to be consistent with many of 
the experimental observations currently available. Because the 
mean flow quality perturbations are relatively independent of 
evaporator heat flux and inlet flow quality, once the statistical 
characteristics of the transition point oscillations are known for a 
given evaporator at a particular heat flux and inlet quality, the 
proposed theoretical model has the capability of predicting the 
statistical characteristics of the oscillations over a range of heat 
fluxes and inlet flow qualities. Although the model considers the 
effects of various properties of the evaporating fluid, the accuracy 
of the model to predict the oscillatory behavior of the transition 
point for various evaporating fluids operating in the same evapo­
rator geometry has not as yet been checked out experimentally. 

However, the study is continuing in an effort to determine the 
influence of evaporator geometry and flowrate on the transition 
point statistics. Three different horizontal tube geometries have 
been studied thus far; a single tube 32 ft long, five 6 ft long tubes 
arranged in a serpentine configuration, and nine 3 ft long tubes 
arranged in a serpentine configuration. In each of these evapora­
tor geometries, the transition point oscillations displayed similar­
ly shaped statistical characteristics. 

Although the experimental study is incomplete, preliminary ev­
idence exists which suggests that the mean flow quality perturba­
tions are not only relatively independent of inlet flow quality and 
heat flux, but are also independent of evaporator flowrate as well. 
If this preliminary conclusion is substantiated, then it would ap­
pear that for a given refrigerant, the mean flow quality perturba­
tions associated with the transition point oscillations would be 
dependent only upon evaporator geometry. Therefore, from a de­
sign consideration, the potential exists for obtaining a single ex­
perimental measurement of the standard deviation of the mean 
flow quality perturbations for a particular evaporator geometry 
and set of operating conditions, and using the proposed model to 
predict the statistical behavior of the mixture-vapor transition 
point oscillations for a wide range of evaporator operating condi­
tions. 
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Augmentation of Heat Transfer in 

Tubes by Use of Mesh and Brush 

nserts 
This paper summarizes the results of a study to determine the heat transfer and pres­
sure drop characteristics of two types of tube inserts developed specifically for augment­
ing heat transfer and accommodating high heat fluxes. The best performing mesh-insert 
tubes exhibited heat transfer coefficients nine times the coefficients with empty tubes 
while brush-insert tubes had coefficients averaging fine times the empty tube values, 
both comparisons being made at equal mass velocity. Both inserts produced very large 
pressure drops. Subcooled boiling curves and burnout points are presented; burnout heat 
fluxes are two to three times the empty tube values at equal mass velocity. For single-
phase conditions and for burnout, the mesh and brush tubes have favorable performance 
characteristics, based on pumping power, which suggest use of these inserts in certain 
special cooling systems. 

Introduction 

The trend in heat exchanger design continues to be in the di­
rection of higher heat transfer rates per unit volume. In the usual 
commercial fluid-to-fluid heat exchangers, there is an obvious 
economic incentive to reduce equipment size. This is accom­
plished by introduction of more surface area and/or augmenting 
heat transfer coefficients. Other devices, such as microwave 
power tubes, high field electromagnets, and electron accelerator 
targets, involve high heat generation rates which must be dissi­
pated through relatively small surface areas. In these high heat 
flux systems, the surface-to-fluid temperature differences must be 
kept moderate to avoid melting or other structural failure of the 
heated surface. These situations have stimulated interest in de­
velopment of techniques to augment or enhance heat transfer. 

A variety of augmentative techniques (surface treatment, dis­
placed promoters, vortex flow, surface vibration, fluid vibration, 
electrostatic fields, and additives) has been extensively investi­
gated with single-phase flow in tubes, and to a lesser extent with 
boiling heat transfer [I].1 

Two new schemes for augmenting heat transfer are the subject 
of this paper. The first method, originally conceived at Ray­
theon's Microwave and Power Tube Division, involves insertion of 
a porous wire matrix into cooling channels. Since the insert oc­
cupies the entire flow channel, the resulting assembly can be 
viewed as a variation of the packed tubes which have been used 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the -JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, September 27, 1973. 

in the chemical industry. No data for high heat flux conditions 
have been reported for packed tubes of any kind. The second 
technique, developed at Raytheon's Missile Systems Division, 
uses metallic spiral brush inserts which create an improved 
packed tube by virtue of the swirl flow pattern. 

The object of this study was to obtain the thermal and hydrau­
lic characteristics of both types of packed tubes. Both single-
phase and subcooled boiling conditions were considered. 

Apparatus 
Test Sections. Mesh and brush inserts were developed for 

testing in electrically heated, circular tube test sections. The 
tubes were 347 stainless steel, with 0.21 in. ID and 0.020 in. wall 
thickness. The mesh inserts were prepared from commercially 
available Feltmetal pads constructed of 430 stainless steel fibers, 
0.004 in. in diameter. The pads were copper-plated, cut to fit the 
tube, and then inserted into the tube so that a porosity of about 
80 percent was obtained. The operation was completed with fur­
nace brazing of the mesh to the tube wall. The porosity of the 11 
test tubes was 80 ± 3 percent; however, X-ray measurements in­
dicated significantly nonuniform porosity distributions (Fig. 1). 
Efforts to fabricate an insert of higher porosity using individual 
fibers were unsuccessful as the fibers would compress under large 
pressure differentials. Inserts prepared from knitted wire mesh 
strips were also rejected, for reasons of large radial nonuniformity 
in porosity. 

The brush inserts were fabricated using commercially available 
metallic spiral brushes made by Spiral Brush, Inc. Four twisted 
20 ga 302 stainless steel wires constituted the stem while the bris­
tles were formed from 0.003 in. dia 302 stainless steel wire. The 
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Fig. 1 X-ray of tubes with mesh inserts

Fig. 2 X-ray of tube with brush Inserts

nominill outside diameter of the brush was 0.25 in. so that the in­
sert was held firmly in place by friction alone (Fig. 2).

A schemat.ic of the test-section assembly is present.ed in Fig. l.
After inst.allation of the insert. copper power fittings and piping
adapters were soldered t.o the t.ubing so that the heated length of
the tube was 2.0 in. Pressure taps were drilled into the upstream
and the downstream fittings. Thermocouples were spot-welded at
'14 or 'YB in. from either end of the tube and at. several intermedi­
ate points. Fiberglass insulation was provided for the entire as­
sembly. The instrumented test section was installed into the flow
loop by means of Victaulic couplings, which also provided for
thermal expansion and electrical isolation.

The test section was supplied with a-c power transmitted
through flexible water-cooled cables. One phase of the three­
phase Laboratory service was fed through an ignitron controller
and a 100 kw power transformer before being applied t.o the test.
section. The power was monitored by true rms, voltmet.ers, and
ammeters.

Loop. The test loop utilized in this study was constructed in
Raytheon's MSD Heat Transfer Laboratory. Distilled water was
circulat.ed in the closed system through a turbine pump which
provided a maximum discharge pressure of 550 Ibt /in. 2 ga at. 2

gal/min. In addition to the test-section and t.est-section bypass
circuits, additional circuits were provided for degassing and de­
mineralization. A high pressure filter with a pore size of 0.5 mi­
crons was installed upstream of the heated test section. Flow con­
trol and qUick-acting isolation valves were provided at the test
section.

Fluid temperatures and pressures were monitored at various
points around t.he loop. The test circuit flow rate was determined
by turbine flowmeters, with a digital indicator displaying t.he vol­
ume flow rate.

Procedure and Data Reduction
After inst.allation of the first test section, the loop was filled

and purged of air. The degassing circuit was then activated for a
sufficient period to reduce dissolved air to a negligible value. The
demineralizer was activated and kept operational throughout the
testing so as t.o maintain the water resistivity above 1 megohm­
em.

After the now rate, t.he syst.em pressure, and the water inlet
temperature were set, electrical power was applied to the test sec­
tion. Test.ing st.art.ed wit.h moderate power input.s, and small in­
crements were utilized so as to cover single-phase and boiling
conditions up to burnout. Burnout. conditions were defined as
datil recorded just prior t.o physical destruction of the test sec­
tion. Isolation valves were closed to prevent excessive loss of cool­
ant. New test sections could be installed without introducing ap­
preciable air into the system.

The data reduction for this investigation was accomplished
mainly by computer, using subroutines to generate accurate
valtles for water properties. Test-section heat inputs computed by
calorimetric and electrical methods generally agreed to within 5
percent.

With this type of experiment it was not obvious how the heat
nux should be defined, as a portion of the power was dissipated in
the mesh or brush inserts. Electrical resistance measurements
macle for all test sections established that less than 15 percent of
t.he power was generated in t.he brush, whereas about 25 percent.
of the applied power was generated in the mesh. It was rather ar­
bitrarily decided that the mesh heat transfer coefficients and
boiling curve data would be computed by using the wall heat
flux, and burnout heat flux would be based on total power and
tube inside wall area. Because a relatively small fraction of the
total power was generated in the brush, the brush data were all
treated using total power and wall area.

The temperature of the inner tube wall was calculated using
the measured outer wall temperature and an extended series so­
lution to the nonlinear heat conduction equation involving tem­
perat.ure-dependent thermal conductivity and electrical resistivi­
ty. The mass velocity was based on the average unobstructed flow

_____ Nomenclature _

At,. cross-sectional area of empt.y tube
A e total mesh surface area

A w surface area based on tube inside
diameter

C constant in equation (1)

(' = specific heat at constant pressure
[) tube diameter
d wire diameter
F fin-effect multiplier in equation (lJ

!b Fanning friction factor for brush
tubes, equation (4)

1m Fanning friction factor for mesh
tubes, equation (2)

G mass velocity
g gravitational conversion factor
h heat transfer coefficient

he heat transfer coefficient based on
qt and A w

k
L

p

p

p
up
Pr
q/

qU!

Re
Tb

heat transfer coefficient based on
qwandA w

thermal conductivity of coolant
test section length-heated or pres-

sure drop, as appropriate
pumping power
porosity
pressure
pressure drop
Prandtl number, cil-/k
total heat transfer rate
heat transfer rate at tube wall
Reynolds number, GD/II-
average bulk fluid temperature In

test section
wall-minus-fluid temperature dif­

ference

V intern<tl volume of heated portion of
test section

y tube diameters per 180 deg of brush
or tape twist

(

4)'2 + 71'2 ) 12

4y 2

13 bulk modulus of expansion
fJ. dynamic viscosity
p density

Subscripts

a = refers to augmented tube
/ = based on inside tube diameter

h based on tube hydraulic diameter
o refers to empty tube
P based on constant pumping power
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area in the tubes. 
Further details of the apparatus, operating procedure, and data 

reduction can be found in references 12 and 3]. 

Single-Phase Heat Transfer Data 
Empty Tube Data. Heat transfer data for nonboiling condi­

tions are presented in Fig. 2. These data represent average values 
for the short test sections; fluid properties were computed at the 
average bulk fluid temperature. Relative to the Dittus-Boelter 
and McAdams correlating equation, the present data are approxi­
mately 50 percent high. This trend is entirely expected due to the 
dominance of entrance effects in the short tube (L/Dt = 9.5). 
Other factors which could contribute to high heat transfer coeffi­
cients are radial property variation and free convection. In any 
event, these results serve as a proper reference for the test sec­
tions with mesh or brush inserts. 

Mesh Tube Data. Single-phase heat transfer data for three 
mesh tubes are included in Fig. 2. The coordinates are based on 
nominal inside tube diameter in order to best show the improve­
ment obtainable with mesh tubes over the comparable empty 
tube flow. Parameters were evaluated only for the exit location, 
approximately % in. from the downstream power bushing. Heat 
transfer coefficients were expected to be quite uniform over the 
test length due to the high degree of turbulence produced by the 
mesh. 

A dramatic increase in heat transfer performance is certainly 
indicated by the mesh tubes. Test sections 14 and 15 yield heat 
transfer coefficients approximately nine times the coefficients ob­
tained with the empty tubes at comparable Reynolds numbers. 
Heat transfer coefficients corresponding to the upper range of 
Nusselt numbers were in excess of 40,000 Btu/hr-ft2-deg F. The 
large enhancement in heat transfer can be attributed to the fin 
effect of the wires and the high degree of turbulence produced at 
the tube wall by the many irregular protuberances. 

It is noted that the performance of test section 13 is considera­
bly below that of the other two mesh tubes. This was attributed 
to locating the exit thermocouples in a zone of relatively high po­
rosity where neither of the enhancement mechanisms was strong­
ly active. These data confirm the importance of proper porosity 
control with mesh inserts, since extreme hot spots could develop 
in the more open regions. 

Brush Tube Data. Fig. 3 presents the entire set of data for 
nonboiling heat transfer with brush tubes. The data primarily 
represent local measurements at % in. from either end of each 
tube. The single test section that was instrumented at additional 
axial points did not yield any conclusive information about axial 
variation of heat transfer coefficients. In general, these tests indi­
cate that brush tubes on the average have coefficients five times 
the empty tube values at comparable Reynolds numbers. 

The scatter of about ±50 percent in these data can be ex­

plained from the fact that results from 25 test sections are includ­
ed in the plot. The most probable reason for this behavior is the 
random location of the wall thermocouples relative to the brush 
helix. Wall temperatures near a point of brush contact with the 
wall can be expected to be lower (due to fin effects) than corre­
sponding temperatures at positions distinctly removed from such 
contact points. 

In order to gain insight into detailed wall temperature profiles, 
an infrared radiation measurement technique was utilized. An 
AGA Thermovision Camera with video display was used to record 
wall temperature isotherms during single-phase heat transfer op­
eration. The IR display gave a clear indication of a spiral isother­
mal pattern; however, the apparent pitch of the pattern was 
greater than that of the brush insert. Although infrared scanning 
was not fully explored in the present study, it is felt that this 
technique is a valuable experimental tool for investigation of heat 
transfer in tubes with such complicated inserts. 

Swirl Flow Model for Brush Tube Heat Transfer Data. The 
bush insert can be idealized as producing a four-start spiral flow if 
it is assumed that the bristles are packed tightly enough to pre­
vent significant axial flow. A predominantly spiral flow was veri­
fied by using dye injection to visualize streamlines when the 
brush was inserted in a glass tube. An appropriate prediction 
equation is provided by the superposition model of Lopina and 
Bergles [4]. An augmented axial flow heat transfer coefficient, re­
sulting from the increased path length (spiral convection), is 
added to a free convection term which arises from the large body 
force and a favorable temperature gradient (centrifugal convec­
tion).. These two terms are modified by a fin-effect multiplier as 
indicated in equation (1). 

k 
= F{C(aRe„) u - 8Pr 0 - 1 

0 .193 [ ( ? & . ) 2 | t / 3 A T P r ] 1 / 3 } (1) 

This equation has been shown to adequately correlate data for 
water flowing in tubes with twisted-tape inserts [4, 5]. 

The swirl flow model was applied without modification to the 
typical data for test section 4. These data are presented as length 
averages in Fig. 4. The predictions were computed from the forgo­
ing equation using C = 0.023, F = 1.20, and representative values 
of the bulk temperature and temperature difference. The hydrau­
lic diameter computed according to the usual definition was Dt, = 
0.12 in. The agreement between the prediction and the data is 
good enough to substantiate use of the model for swirl flow in­
duced by brush inserts. 
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Fig. 3 Test-section assembly 
Fig. 4 Single-phase heat transfer results for empty and mesh-insert 
tubes 
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Fig. 5 Single-phase heat transfer results for brush-insert tubes 

Pressure Drop D a t a 
Pressure drop data in mesh tubes under single-phase conditions 

were reduced to friction factors based on hydraulic diameter: 

(2) 

where 

D„ 
pd 

• / > 

(3) 

as adopted by Kays and London [6], These data are presented in 
Fig. 5 along with the Kays and London correlating curves for 
woven-screen matrices. The present data are in reasonable agree­
ment with the correlating curves; however, a stronger effect of po­
rosity seems to be indicated. 

For the test data indicated in Fig. 5, the pressure drop ranges 
from 100 to 380 lb f/in.2 across the 2.25 in-long mesh. The pressure 
drop is governed primarily by the form drag in the mesh, and the 
heat transfer regime has no effect on the pressure drop (or friction 
factor). As a result, the pressure drop versus heat flux curves are 
all straight horizontal lines for a particular mass velocity, span­
ning the isothermal, the forced-convection heating, and the sub-
cooled boiling regimes. 

The pressure drop data for brush tubes were reduced according 
to the spiral flow model mentioned in the forgoing. Correlating 
equations have been developed by modifying conventional friction 
factor relations by an empirical function of y [4, 7] or by using the 
conventional correlation with friction factor and Reynolds num­
bers defined in terms of swirl flow parameters [8]. The latter ap­
proach is chosen here for simplicity. Thus 

A/) 
/„ = 

4(F)(2lr) 
uh ^K" ( ) 

and 

Re 
M-

(4) 

(5) 

The data presentation is given in Fig. 6, and it is quite evident 
that the spiral flow model does not describe the data. Pressure 
drops of from 40 to 400 lb//in.2 reduce to friction factors about 30 
times the predicted values. This discrepancy is largely due to the 
very rough channel presented by the bristles and the core wires. 
As in the case of the mesh tubes, there was no noticeable change 
in pressure drop with heat flux, even up to the burnout condition. 

Subcooled Bo i l ing D a t a 
Boiling Curves. Typical boiling curves are presented in Fig. 7 

for empty tubes, mesh tubes, and brush tubes. As noted earlier, 
heat flux data for brush tubes are based on the total power, while 

- /P r 

A • BRUSH TUBE 4 

/ " _ PREDICTION 
' FROM EQ.I 

/ 
> C ~ _ _ EMPTY TUBE 

/ FROM FIG. 4 

10 
3 

GDi 

Fig. 6 Comparison of data for a typical brush-insert tube with predic­
tions of swirl flow model 
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NO. 13 p=0.78 

KAYS AND LONDON 
WOVEN SCREEN 
MATRICES 

SMOOTH TUBE 
CORRELATION " 

Fig. 7 Friction data for mesh-insert tubes compared with available cor­
relations 

boiling curve data for mesh tubes use wall heat flux only. The 
wall superheats are based on local wall temperatures and local 
saturation temperatures determined assuming a linear pressure 
gradient in the mesh region. 

The empty tube data behave according to expectations; how­
ever, both the mesh tube and the brush tube data extend to 
much higher wall superheats than those generally reported for 
nucleate boiling. The behavior of these augmented data is actual­
ly more characteristic of single-phase flow since only a modest 
upswing is observed in the boiling curve before burnout. 

Before attempting to describe a possible mechanism of boiling 
in the mesh and brush tubes, it should be noted that there is un­
certainty in the derived wall temperatures. As pointed out earlier, 
the measured outer wall temperatures were corrected by the most 
accurate solution to the conduction equation which is currently 
available in order to obtain the tube inner wall temperatures. At 
the highest heat fluxes, this correction was found to be in excess 
of 500 deg F; hence, even modest errors in the computed correc­
tion translate to sizeable errors in the wall superheat. Uncertain­
ties in wall thickness, electrical resistivity, thermal conductivity, 
and measured voltage drops could combine to produce these er-
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rors. All factors were carefully examined, however, and it is felt 
that the uncertainty in computed wall temperature drops should 
be limited to ±10 percent. The high wall superheats are thus con­
sidered to be a real phenomenon. 

While more detailed instrumentation of the augmented tubes 
would be required to confirm mechanism speculations, it seems 
that the data can be explained on the basis of partial film boil­
ing. At the velocities and pressures of interest, bubble size is of 
the same order as the mesh or bristle spacing. It is probable, 
then, that bubble removal is inhibited at low nucleate-boiling 
heat fluxes. This could lead to local vapor blanketing; however, 
vapor patches would be expected to be quite unstable due to the 
high core turbulence. Furthermore, the mesh fibers and bristles 
act as fins and maintain a substantial portion of the tube wall in 
nucleate boiling. The probable result is a violent partial film boil­
ing, with a heat transfer coefficient not too different from that for 
single-phase flow, rather than the efficient nucleate boiling pro­
cess. The observed pressure effect for the mesh tubes is consistent 
with partial film boiling data. 

Eventually, the heat flux is high enough to cause stable vapor 
blanketing, and the wall temperature undergoes an excursion to 
established film boiling. Burnout occurs during this excursion 
when the outside wall starts to melt. It is evident, of course, that 
wall temperatures are very high even at fluxes well below the 
burnout value; "glowing" tubes were observed several times. 

Pressure Drop. As noted earlier, the pressure drop was essen­
tially constant throughout all heat transfer regimes. This results 
from the pressure drop being controlled by the form drag in the 
core. The wall friction is affected by wall heat flux in both single-
phase and boiling regimes; however, this friction is a small con­
tributor to the total pressure drop. 

The relative simplicity of the pressure drop behavior makes it a 
simple matter to design a pump for cooling systems utilizing 
mesh or brush inserts. However, some caution should be exercised 
in extrapolating these conclusions to lower velocities where the 
wall friction is likely to play a more important role. 

Burnout Results. For the experimental data presented here, 
the upper operating limit is designated "burnout" because this 
term describes the physical destruction of the test section. The 
parameter values were actually recorded during operation at the 
settings immediately preceding those existing at the time of test 
section destruction. The inlet liquid temperature was maintained 
between 45 and 100 deg F' for the 39 burnout runs. Exit pressures 
varied between 29 and 252 lb^/in.2 abs. This range of variables 

ioJ- BRUSH TUBE(q,/Aw) 
G=2.35xl06 Ibm/hr f t j 
p=!07psia ^ r ,<A' 

Fig. 9 Typical boiling curves for tubes used in this study 

precludes a simple comparison on either a local or system param­
eter basis; however, the general trend of the data can be visual­
ized on the latter basis as shown in Fig. 8. With this presentation, 
the burnout flux increases with increasing velocity for fixed geom­
etry, inlet temperature, and pressure level. 

The empty tube data were found to be in good agreement with 
limited data available in the literature for similar geometrical 
and flow conditions [9]. No correlation is directly applicable since 
the test sections are so short. The mesh tubes burn out at fluxes 
more than twice the empty tube values while the brush tube 
burnout fluxes approach three times the empty tube values. Both 
the mesh tubes and the brush tubes follow the expected paramet­
ric trends with varying mass velocity, inlet subcooling, and pres­
sure level. 

It is possible to interpret the present data with the additive 
prediction method of Gambill [10] which involves a summation of 
the subcooled pool boiling burnout heat flux, and heat flux attrib­
utable to single-phase forced convection. As this model suggests, 
the high burnout fluxes result primarily from the very high heat 
transfer coefficients which exist prior to boiling. Once this single-
phase coefficient is established, reasonable success at prediction 
of heat transfer is assured since the boiling contribution is rela­
tively small. 

i<r3' 

J 

J 

5_ 

'•..•ft..-. « • 

y-SMOOTH TUBE C ORRELATION 

Augmentation Evaluation 
Single-Phase Flow. Up to this point, the evaluation of the 

relative performance of mesh and brush inserts has been based on 
equal-Reynolds-number comparisons. Judged on this criterion, 
both inserts were very effective in augmenting heat transfer per­
formance to levels far above that realized with empty tubes. As 
pointed out in [11, 12], however, other performance evaluation 
criteria may be appropriate, depending on the design and eco­
nomic constraints. For normal industrial heat exchanger evalua­
tion, a particularly appropriate criterion is relative heat transfer 
coefficients for augmented and empty tubes at equal fluid pump­
ing power. This can be expressed as the ratio: 

(6) 

Fig. 8 Friction data for brush-insert tubes interpreted according to swirl 
flow model 

The present heat transfer and pressure drop data were com­
bined to evaluate the foregoing ratio, with the results as shown in 
Fig. 9. Mesh tubes 14 and 15 are well above the "break even" 
point of (ha/h.o)p = 1.0. The performance ratios are approximate­
ly the same as those obtained with full-length twisted tapes [1]. 
Mesh tube 13 has quite inferior performance, an effect which 
seems to be related to an extreme sensitivity of the heat transfer 
coefficient to mesh porosity (Fig. 2). The brush tube performance 
averaged for all 25 test sections is only slightly above (ha/h0)p = 
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Fig. 10 Dependence of burnout heat flux on mass velocity 

0.7. This is a result of the high form drag. It is felt that some im­
provement may be possible by changing the brush geometry; 
however, the performance of smooth inserts is most likely unat­
tainable. On the other hand, it should be pointed out that flow 
rates are greatly reduced with the present inserts. This can result 
in smaller pressure losses in the remainder of the circulating sys­
tem, and could lead to overall reduction of pumping power and a 
less expensive pump. In addition, the mesh and brush inserts 
could present a significant advantage for cooling systems where 
coolant weight and supply is at a premium, as in some airborne 
applications. 

Subcooled Burnout. At the present time there are no general­
ly accepted performance criteria for boiling which consider both 
heat transfer and pressure drop. Gambill, et al. [7] ran a set of 
control experiments which indicated that twisted-tape inserts in­
creased the burnout heat flux by about a factor of two over the 
empty tube value at equal pumping power. Geometry, inlet tem­
perature, and outlet pressure were held approximately constant 
for these tests. In a later work, a burnout flux ratio of swirl-flow 
and empty tubes (at constant pumping power) was plotted versus 
fluid horsepower per square foot of surface area [11]. 

While these presentations do give an indication of the perfor­
mance, they do not recognize that one of the concerns is designing 
high heat flux cooling systems is the volume occupied by the cool­
ing channel. Accordingly, it seems appropriate to compare the 
present burnout data with data for cooling channels fitted with 
other augmentation devices, basing the heat transfer rate and 
pumping power on the internal tube volume (irUi2L/4). This pre­
sentation is given in Fig. 10. where the extensive data for empty 
tubes and swirl flow devices are from studies by Gambill and co­
workers. 

The data presented in Fig. 10 exhibit considerable scatter, as 
might be expected since individual burnout fluxes are significant­
ly altered by variations in tube diameter, tube length, exit pres­
sure, and exit subcooling [9]. Ignoring these effects, it is seen that 
this presentation suggests an approximate relation between heat 
transfer and pumping power, both expressed on a volumetric 
basis. The collected data provide preliminary information for the 
design of high heat flux systems since the curves can be adjusted 
by an appropriate factor of safety. 

On this particular basis the data suggest that the brush tubes 
are considerably more effective than the mesh tubes. The brush 
inserts perform better than the tangential slot or spiral ramp vor­
tex generators but not quite as well as tubes having full-length 
twisted tape inserts. The mesh inserts and the spiral ramp gener­
ators do not perform quite as well as the empty tubes. 

Concluding R e m a r k s 
This study has clarified the heat transfer and pressure drop 

characteristics of mesh and brush inserts developed specifically 
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Fig. 11 Single-phase heat transfer performance of mesh and brush 
tubes according to constant pumping power criterion 

for accommodating high heat fluxes. 
While some difficulty was encountered in achieving uniform 

porosity during mesh insert fabrication, extremely large heat 
transfer coefficients were obtained under single-phase conditions. 
The best performing tubes had coefficients about nine times the 
coefficients obtained with empty tubes at the same mass veloci­
ties. The friction factor data for these tests are in reasonable 
agreement with data reported in the literature for woven screen 
matrices. 

Brush inserts are very inexpensive to fabricate and can be easi­
ly installed. The heat transfer coefficients average five times the 
empty tube values at equal mass velocity, and can be satisfacto­
rily predicted by an available swirl flow model. The same model 
does not predict the pressure drop data due to excessive rough­
ness of the flow channel away from the heated surface. 

Boiling curves for both mesh and brush tubes extend to higher 
wall superheats than generally reported for nucleate boiling. It is 
hypothesized that this behavior is due to early occurrence of par­
tial film boiling. The high wall superheats could be a problem in 
applications where temperature level must be restricted. Burnout 
heat fluxes are about two to three times the empty tube values at 
equal mass velocity. 

From a performance standpoint, the best mesh tubes are effec-
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Fig. 12 Subcooled burnout performance of normal and augmented 
tubes with water coolant, on a volumetric basis 
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tive in single-phase flow, if the evaluation is based on constant 

pumping power for mesh and empty tubes. The brush tubes have 

considerably lower performance. The new performance evaluation 

developed for subcooled burnout suggests that brush tubes are 

more effective than the mesh tubes and several of the other vor­

tex devices tested by Gambill and Greene [13]. Full-length twist­

ed tapes seem to have the best performance of all. 

The mesh and brush inserts achieve high heat transfer coeffi­

cients with low flow rates. This may be desirable in cooling sys­

tems where it is desirable to reduce pump or coolant reservoir ca­

pacity. The inserts seem to be particularly suited to very short 

channels or to portions of channels where the heat flux is exces­

sive. 
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The Distortion of Turbulent Velocity 
and Temperature Profiles on Heating, 
for Mercury in a Vertical Pipe 
Measurement* were made in mercury, for turbulent flow and constant flux heating in a 
vertical pipe, in order to determine the extent to which the velocity and temperature 
distributions are affected by buoyancy forces. With increasing heat flux, velocity profiles 
at Reynolds numbers of 20,000 to 60,000 were found to be markedly distorted in compari­
son with the isothermal velocity profile. Even very low heat input caused significant dis­
tortion, while at high heat input a limiting profile shape was approached, with the center 
velocity well below the mean and the maximum occurring in the vicinity of the wall 
Eddy diffusivities of heat and momentum calculated from the measured profiles exhibit 
a considerable variation with heat input, indicating that buoyancy forces not only 
change the radial shear stress distribution but also alter the nature of the turbulence in 
the pipe. 

Introduction 

In normal forced convection heat transfer, differential buoyan­
cy forces will superimpose a free convection effect on the flow 
field. For the case of turbulent flow this effect has traditionally 
been ignored. Thus. Martinelli [l]1 and many subsequent workers 
have predicted temperature profiles in a pipe by using an isother­
mal turbulent velocity distribution and omitting buoyancy terms 
from the equation of motion. A numerical study by Ojalvo and 
Grosh (2] showed, however, that appreciable distortion of the ve­
locity profile could occur in comparison with isothermal condi­
tions, when allowance is made for buoyancy effects. Similarly, an 
investigation of the temperature distribution in liquid metals [3] 
produced evidence of likely distortion of the turbulent velocity 
profile. An experimental program was accordingly undertaken to 
characterize the distortion of velocity and temperature profiles 
with changing heat flux. Tests were conducted in mercury at 
Reynolds numbers of 2-, 3-, and 6 x 104. Constant-flux heating 
was used, with the fluid flowing vertically upwards in the test 
section. This physical configuration gives radial symmetry which 
facilitates profile measurements and simplifies the use of the 
equations of energy and motion. 

Results show that the velocity profile distorts rapidly as heat 
flux is increased. At high heat flux a limiting profile shape is ap­
proached, with the center velocity well below the mean, but re-

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the AIChE-
ASME Heat Transfer Conference, Denver, Colo., August 6-9, 1972. Manu­
script received bv the Heat Transfer Division. Julv 30, 1973. Paper No. 
72-HT-21. 

verse flow, as predicted by Ojalvo and Grosh, is not observed. 
Calculated values of the eddy diffusivities of heat and momentum 
at a given Reynolds number are found to exhibit an appreciable 
variation with increasing heat flux. 

Equipment 
The test loop [4], shown in Fig, 1, was constructed of seamless 

316 stainless steel tubing, with a vertical test section 1.968 in. ID 
and 2.047 in. OD. A probing station, located 16 ft from the en­
trance to the test section, consisted of a nozzle carrying the probe 
traversing mechanism. The probe tip extended 2V2 in. upstream 
from the nozzle, giving a thermodynamic calming length of 84 dia 
and a hydrodynamic calming length of 95 dia to the point of mea­
surement. 

Mercury was circulated by a 12 in. centrifugal pump which was 
belt driven at 70-300 rpm by a 3 hp electric motor. The test sec­
tion was closely wound with 1 in. wide nichrome heating ribbon, 
applied over woven fiberglass tape and AC heating was supplied 
by a 160V/100A variable transformer. Heat losses were reduced to 
less than 2 percent by asbestos and polystyrene insulation. Inlet 
and outlet temperatures were measured at each end of the test 
section by iron-constantan thermocouples installed in mixing 
cups designed to provide two reversals of flow direction and sym­
metrical entry into the test section. 

Preliminary velocity measurements showed that the use of a 
total head probe, together with a static pressure reading taken 
from a piezometer ring 9.5 in. downstream, gave unsatisfactory 
results. The differences in temperature, and hence density, be­
tween the height of mercury from the probe to the piezometer, in­
side the pipe, and the corresponding height of mercury in the 
pressure transmission leads, outside the pipe, caused significant 
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expansion chamber 

test section 

probe and traversing 

drain 

Fig. 1 Test loop—schematic arrangement 

offset in the low pressure differentials measured. A combined 
pitot-static probe was therefore constructed so that impact and 
static pressures could be taken from the same vertical location. 
This probe gave steady and reproducible results and was used to 
obtain the velocity data reported here. The impact tube of the 
probe had an ID of 0.010 in. and an OD of 0.015 in. at the tip, 
and static pressure holes drilled 1.3 in. from the tip in an outer 
tube of 0.128 in. OD. In view of the influence of the walls on the 
static holes, velocity readings were not taken for y/R < 0.02. Due 
to the same problem of temperature-related offset mentioned in 
the foregoing, it was not possible to make accurate axial pressure 
drop measurements for the purpose of evaluating the friction fac­
tor. 

Fig. 2 Isothermal velocity profiles—Travis, et al. [5] correlation 

Differential pressures were measured using a strain-gage trans­
ducer with a range of 0-1 in. water gage, and in order to avoid 
contact of mercury with the sensitive transducer diaphragm, a 
change-over to water as the transmitting fluid was made using 
two 3 in. dia seal pots. The voltage signal from the transducer 
was passed through an electronic filter circuit to damp turbulent 
fluctuations, and recorded on a 10 in. recorder for approximately 
10 min at each radial position. 

After the series of velocity traverses had been completed, the 
velocity probe was removed and a temperature probe installed. 
Operating conditions for each velocity run were then reproduced 
to within 2 percent and the corresponding temperature profiles 
measured. The temperature probe had the same overall dimen­
sions as the velocity probe and carried an iron-constantan ther­
mocouple with a tip size of 0.018 in. The thermocouple signal was 
offset by a reference voltage, amplified and recorded through the 
same filter circuit as used for the velocity measurements. 

Results 
Profiles were measured over the tube radius furthest from the 

point of entry of the probe and were periodically checked for sym­
metry across the whole diameter. Heat flux was calculated from 
the electrical input. Mean velocities were determined by heat 

- N o m e n c l a t u r e . 

A = axial temperature gradient, dT/dz 
Cp — specific heat at constant pressure 
D = inside diameter of tube 
/ = Fanning friction factor 
g = acceleration due to gravity 

gr = gravitational constant 
h = heat transfer coefficient 
k = thermal conductivity 

Nu = Nusselt number, hD/k 
p = pressure 

Pe = Peclet number, Pe = Re x Pr 
Pr = Prandtl number, Cpp/k 

q = heat flux 
R = tube radius 

Ra = Rayleigh number, WgADi/v2)Pr 
Re = Reynolds number, umD/v 

r = radial distance from tube center 
T = fluid temperature 

Tm = mean cup temperature 
TXm - cross-sectional mean temperature 

U = dimensionless velocity, u/um 

u = axial fluid velocity 
um = average fluid velocity 
u* = friction velocity, um v772 
uir = dimensionless velocity, uju* 

y = radial distance from tube wall 
y+ = dimensionless distance, yu* jv 

a = thermal diffusivity, k/pCp 

0 = coefficient of volume expansion 
tR = eddy diffusivity of heat 
tM = eddy diffusivity of momentum 

T) = dimensionless radius, r/R 
p. = viscosity 
v = kinematic viscosity, n/p 
p = density 

Pxm - density at Txm 

4> = dimensionless temperature differ­
ence, k(T- Txm)/ipumCpAD2 

Subscripts 
c = at the tube center 

w = at the tube wail 
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T a b l e 1 O p e r a t i n g c o n d i t i o n s f o r n o n i s o t h e r m a l p r o f i l e m e a s u r e ­
m e n t s 

V = R u n carried out to measure velocity profile 
T — R u n carried out to measure t empera tu re profile 

R u n 
No . 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
20 

R e X 
V 

2 1 . 5 
19 .6 
2 0 . 5 
1 9 . 8 
1 9 . 3 
19 .3 
18 .2 
18 .7 
3 8 . 0 
34 .2 
32 .2 
3 2 . 5 
63 .2 
6 5 . 4 
6 2 . 2 
6 0 . 6 
18 .6 

<<•) 

10 ~3 

T 

19 .6 
19 .4 
1 9 . 3 
1 9 . 0 
19 .0 
1 8 . 8 
1 8 . 9 
19 .0 
3 5 . 0 
3 3 . 6 
3 3 . 1 
3 0 . 8 
6 5 . 0 
6 2 . 4 
6 1 . 6 
6 1 . 0 

<») 
32 .2 

R a / R e 
V 

4 .90 
2 . 8 3 
1.82 
1.20 
0 . 7 5 
0 . 5 6 
0 . 4 9 
0 . 3 4 
3 . 8 1 
1.76 
1.03 
0 . 4 4 
1.61 
0 . 8 3 
0 . 6 2 
0 . 1 3 
0 . 2 6 

( a ) 

T 

5 .38 
2 .86 
1.91 
1.26 
0 . 8 0 
0 . 5 8 
0 .47 
0 . 3 5 
4 . 0 4 
1.76 
0 . 9 6 
0 .47 
1.54 
0 .90 
0 .62 
0 .12 

(a) 

0.16 

q 
B t u / h r ft2 

V 

1550 
837 
568 
363 
228 
167 
138 
102 

3590 
1550 
835 
368 

4860 
2580 
1840 

361 
79 

(a) 

T 

1570 
842 
572 
364 
233 
165 
137 
103 

3610 
1540 
846 
359 

4810 
2670 
1840 

363 
(«) 
137 

N u 
T 

11 .2 
9 .9 
9 .4 
8 .0 
7 . 1 
7 .4 
7 .2 
7 . 3 

1 2 . 2 
1 0 . 3 

8 .9 
8 . 8 

1 1 . 3 
10 .0 
1 0 . 8 
1 2 . 8 

(a) 

9 .0 

Tm 

d e g P 
T 

103 .6 
9 3 . 4 
78 .0 
7 9 . 5 
7 6 . 5 
7 5 . 1 
7 3 . 8 
7 3 . 4 

119 .5 
9 7 . 2 
8 5 . 5 
7 0 . 1 

1 0 8 . 8 
9 1 . 0 
8 4 . 3 
6 8 . 1 

( i ) 

7 3 . 3 

T„ - T 
deg F 

T 

6 . 8 1 
4 .47 
3 .23 
2 .60 
1.91 
1.34 
1.15 

. 0 . 8 0 
1 3 . 8 

7 .64 
5 .26 
2 .39 

2 0 . 8 
14 .0 

9 .73 
1.40 
(») 

0.82 
<o) Corresponding profile not measured. 

balance, by integration of the velocity profile, and by using the 
orifice meter in the loop; the maximum variation between the 
three values was in the range 2-6 percent, except for Runs 1 and 9 
(identified later) where the integrated velocity was found to be 
about 10 percent higher than the values obtained by the other 
two methods. 

Isothermal Velocity Profiles. Velocity distributions under 
isothermal conditions were measured at Reynolds numbers from 
18,500 to 84,400. Experimental results are given in Fig. 2, which 
shows that the data are in very good agreement with the correla­
tion of Travis, et al. [5] for isothermal flow in pipes. Satisfactory 
operation of the experimental system is thus confirmed. 

In this paper, isothermal velocity profiles used for comparative 

purposes are designated with a prefix /. 
Nonisothermal Velocity and Temperature Profiles. Velocity 

and temperature distributions for Reynolds numbers of approxi­
mately 2-, 3-, and 6 x 104, under heated conditions, are shown in 
Fig. 3, and operating conditions are summarized in Table 1. 

Velocity Profiles. It is clear that heat flux exerts a very strong 
influence on the shape of the velocity profile. Fig. 3 shows that, 
with increasing heat flux, the center velocity decreases and the 
position of maximum velocity switches from the center to the vi­
cinity of the wall. As explained in the next section, the changes in 
shape are primarily attributable to the magnitude of the vertical 
buoyancy forces that are superimposed on the flow field by the 
radial temperature distribution. 
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The effect of heat input on the velocity profile may be more 
clearly characterized by considering a particular radial position, 
such as the pipe center, and plotting the change in dimensionless 
velocity at that position versus a heat flux parameter. For this 
purpose, a suitable parameter was found to be the term Ra/Re, 
which allows data for different Reynolds numbers to be adequate­
ly combined on one plot. Fig. 4 thus shows the variation in di­
mensionless velocity versus Ra/Re, for a number of radial posi­
tions, and includes some further data taken by Louw [6] in the 
same apparatus. The curves shown indicate trends and permit 
the estimation of a velocity profile for a given heat flux condition 
over the range of Reynolds numbers investigated here. 

Consideration of Figs. 3 and 4 shows that a rapid decrease in 
the center-line velocity occurs at low heat flux, and, over the rela­
tively low Ra/Re range of 0 to 1, the profile switches from the iso-
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thermal shape to a condition where the maximum velocity occurs 
at 30 percent or less of the radial distance from the pipe wall. The 
exceptional sensitivity of the velocity profile to heat input is well 
illustrated by noting that, for the distortion exhibited by Run 5, 
Fig. 3, the radial temperature difference was only 1.9 deg F. 

As heat flux is further increased, its influence on the velocity 
profile diminishes and it appears that a limiting profile shape is 
approached at high heat flux, with the center-line velocity about 
80 percent of the mean, and the velocity maximum occurring at a 
radial position of about 10 percent from the wall. The approach to 
a limiting shape at high heat flux is confirmed by the flattening 
of the curves in Fig. 4. 

Temperature Profiles. The measured radial temperature distri­
butions are given in Fig. 3, while Fig. 5 shows the variation of the 
normalized temperature difference with Ra/Re for three radial 
positions. A similar general trend is evident at each position; the 
dimensionless temperature values, as plotted, initially decrease 
and then increase as heat flux is increased. The lowest profile oc­
curs in the range Ra/Re = 0.4-0.6, the same range over which the 
velocity profile is found to undergo its sharpest change in shape. 

It appears from Fig. 5 that normalized temperatures tend 
toward a constant value with increasing heat flux and that the 
temperature profile therefore also approaches a limiting shape at 
high heat flux. 
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Discuss ion 
Buoyancy Effects in Turbulent Flow. In order to explain the 

observed distortion of velocity and temperature profiles with heat 
flux, the effect of a variation in physical properties on the equa­
tions of turbulent flow must be investigated. 

The equation of motion for fully developed vertical upflow in a 
circular pipe, assuming incompressibility and radial symmetry, 
may be written as 

1 d f ,, € , , , du 
r dr v dr 

1 dz hc PS (1) 

where m , the eddy diffusivity of momentum, represents the tur­
bulent contribution to momentum transfer. Preliminary compu­
tation showed that the effect of a variation in physical properties 
with temperature is significant only in respect to the density in 
the driving force term on the right in equation (1). Accordingly, 
mean physical properties, evaluated at the mean cup tempera­
ture, are used, while the temperature variation of the indicated 
density term is expressed as 

P = P* J l ^ tf(T - Ttm)\. (2) 
The reference temperature, Txm, is here chosen as the cross-sec­
tional mean temperature, 

/ 2-nrTdr 

r I m = ^ — (3) 
uR" 

in order that the reference density pxm may also be used to de­
scribe the mean hydrostatic head in the pipe cross section. On 
substitution of (2), the right-hand side of equation (1) thus be­
comes 

% So + Pxmg - Pxmg$(T - Txm) , (4) 

and, by a force balance over the pipe cross section, the first two 
terms may be written in terms of the standard friction factor re­
lationship, as 

dh 2M„,U . „ 
-fcKc + Ptmg = - — ^ / R e . (5) 

In terms of the dimensionless parameters defined in the Nomen­
clature, the equation of motion now becomes 

I ^ -{ r,(l + i i ! )4^} = - 0 . 5 fRe-4> Ra. (6) 
i] dr] v dr] 

The energy equation, describing the distribution of heat in tur­
bulent flow, may be written in a form corresponding to equation 
(Das 

- — { kr (1 + — ) -3- } = PLM -j- (7) 
r dr a dr " dz 

and for constant heat flux, constant specific heat and a fully-de­
veloped temperature profile, it may be shown that 

dT/dz =A, a cons tan t . 

In dimensionless terms, equation (7) becomes 

T? dr) a dn l o 

(8) 

0) 

In their integrated form, equations (6) and (9) may be used to 
evaluate the eddy diffusivities e« and e« by 

0 . 2 5 / R e J] 
^ + 1 = -

Ra r' 

V o 
<$>r) dr] 

dU/dt] 
(10) 
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Inspection of equation (10) shows that the two terms in the nu­
merator represent the shear stress distribution in the flowing 
fluid, and it is instructive to consider the variation of these terms 
over the pipe cross section. Fig. 6 illustrates the relative magni­
tude of the two terms in a typical case, Run 3. The straight line A 
in the diagram represents the first term, which would be the nor­
mal linear shear stress distribution for an isothermal case. Curve 
R shows the additional stress contributed by the differential 
buoyancy forces as represented by the second term. Adding A and 
B, it is clear that the nonisothermal shear stress distribution, A 
+ B, is greatly different from the isothermal, A, and it follows 
that an entirely different velocity distribution should be expected 
for nonisothermal, as compared to isothermal conditions. 

While the linear shear stress, as shown, is always negative, it is 
seen that the nonisothermal curve becomes positive toward the 
tube center and passes through zero at some position intermedi­
ate between the center and the wall. At zero shear stress, a zero 
velocity gradient would be expected, and the dU/dri curve given 
in Fig. 6 shows that such a condition is approximated fairly close­
ly. In all runs the two zero points coincided to within a radial po­
sition of 2 percent. Since the dU/drj curve is calculated from the 
experimental velocity profile, while the shear stress is based on 
the analysis presented here, the close agreement between the zero 
points of the two curves lends support to both the analysis and 
the experimental results. 

It should be noted that the friction factor, /, used in equation 
(10) represented the wall shear stress under the actual (noniso­
thermal) conditions of operation, and could therefore be evalu­
ated from the slope of the velocity profile at the wall. In these ex­
periments, however, the use of a combined pitot-static tube did 
not allow readings to be taken in the immediate vicinity of the 
wall. Also, as mentioned previously, it was not possible to obtain 
accurate pressure drop measurements from which / could be eval­
uated. Hence, in these calculations, isothermal values of the fric­
tion factor were used. Such an approximation appears to be justi-

ISO 

7 

IOO 

50 

n 

— 

""\T^TX'" 
x ,s*Tv 

T f̂efa 
^?n-^« 

— 

i i 
Ra=2000o\ 

J r * ^ r^9z 

*~~^3 

6 

O 0-2 0-4 OS 0-8 1-0 

150 

IOO 

50 

n 

— !-

t 

^ 
7° 
1 

_.^. 

%_ ^» 
— 

K ^ « 
i [Ap 

M 1 

EST"'* 

[ 

1 
j R*-30 OOO 

S 

^ 

> 

*" 

10 

l 

^ 
^/£ 

i 

I 

/ f-it 

-A-

V 
0-4 - r ^ T 

150 

SO 

O | 

/t\ ' ^ 
p»/e 

K, 

1 
Rt-eoooo 

/y 
~~*-!3 

=v-" 

^ 

,'15 

913 

Fig. 7 Eddy diffusivities of heat and momentum numerals indicate Run 
numbers 

fied by the close agreement of the shear stress and velocity gradi­
ent zeroes discussed in the foregoing. 

It is clear that most of the data presented here lie in a region 
that might be described as a "mixed free- and forced convection" 
regime, and comparison with the well-known chart of Metais and 
Eckert [7] is of some interest. The present experimental results, 
however, are found to lie in the "forced convection" area, some­
what above the "mixed convection" regime. The Metais-Eckert 
chart, which was constructed for Pr > 1, is thus not suitable for 
use with liquid metals. 

Eddy Diffusivities. Values of the eddy diffusivities of heat and 
momentum, shown in Fig. 7, were calculated from equations (10) 
and (11), using isothermal values of the friction factor, as in the 
foregoing. Where required for integration or differentiation, sec­
ond- or third-order polynomials were fitted to small groups of ex­
perimental data points at a time, and the required operation car­
ried out over the center of the range. It may be observed that 
equation (10) will yield infinite values for tujv where dU/dtj is 
zero, if the numerator is not also identically zero at the same 
point. Since, in practice, the two points were close together, very 
large computed values in this region have been ignored. Also, for 
the low Re, low Ra runs, (1 + en/a) values are very close to 
unity, so that m/a is subject to considerable uncertainty, and 
these values have not been included in Fig. 7. 

The figure shows that the radial eddy diffusivity distribution is 
not a function of Reynolds number alone, but that it also exhibits 
a considerable variation with the Rayleigh number. After an ini­
tial decrease, the trend of eddy diffusivities is to increase with in­
creasing Rayleigh number. 

Fig. 7 also shows the ratio of eddy diffusivities, CH/(M- The 
variation with Rayleigh number is such that no clear impression 
regarding the relationship between heat and momentum transfer 
in turbulent flow emerges. 
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Fig. 8 Variation of Nusselt number with heat flux 

profile. A consideration of the shear stress terms in the equation 
of motion confirms that velocity profile distortion is expected on 
heating, giving a maximum in the vicinity of the wall rather than 
in the tube center. 

It has not been generally recognized that superimposed free 
convection effects distort the turbulent velocity profile, and many 
workers have assumed an isothermal velocity distribution in heat 
transfer calculations. Fig. 4 indicates, however, that such an as­
sumption would only be valid for values of Ra/Re below about 
0.1. 

Because of the changes occurring in the velocity profile, it 
would be expected that the nature of the turbulence in the pipe 
would also change on heating. Such a change in the turbulence 
structure is indicated by the appreciable variation of eddy dif-
fusivities with heat flux. 
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Nusselt numbers. Since both velocity and temperature distri­
butions are available for these experiments, the true mean cup 
temperature may be evaluated by integration, and hence local 
Nusselt numbers may be calculated. The variation of Nusselt 
number with increasing heat input is shown in Fig. 8. Nu values 
at low heat input are 25-30 percent below those predicted by the 
usual Lyon [8] equation and, in general, increase with increasing 
heat flux. 

Conclusions 

This paper presents a quantitative evaluation of the effect of 
heat input on the turbulent velocity and temperature distribution 
for mercury flowing vertically upwards in a circular pipe. A major 
conclusion reached from these measurements is that the shape of 
the velocity profile changes markedly with heat input. For high 
heat flux it appears that a limiting profile shape is approached. 
Corresponding changes also occur in the shape of the temperature 
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E R R A T A 
An errata on C. C. Gentry and D. E. WoUersheim, "Local Free Convection to Non-Newtonian Fluids From a Horizontal, Isothermal 

Cylinder," published in the February, 1974, issue of the JOURNAL OF HEAT TRANSFER, pp. 3-8. 

Equat ion (4), t e r m {/* (sin 0 ) 2 n * W } should be { / /^ ( s in 4>)(i<t>} 

Equation (8) G(n) = E ( = ) ( - ) should be G(n) = E(~) ( £ ) 
C £ C t 
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1 lin 

Equation (4), term U~:o (sin ¢ )2n+ld4>}3,;1 should be U
0

:
0 
(sin 4> )2n+1(/4>}~ 

n 1 1 n 

B 3n+l D:J;;! B 3;;:;j D"fn:;T 
Equation (8) G(n) = E(C) (E) should be G(n) = E(C) (E) 
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Thermal Boundary Conditions and 
Some Solutions for Laminar Duct 
Flow Forced Convection 

The importance of laminar flow forced convection theoretical solutions for the design of 
compact heat exchangers has been well realized. Many of these theoretical solutions 
published in the literature are difficult to interpret by a designer, because thermal 
boundary conditions used in the analysis are generally not defined clearly and consis­
tently. The objective of this paper is to clarify this situation by a systemized presenta­
tion. Starting with a general classification, nine specific thermal boundary conditions are 
categorized for singly connected ducts. At the end, the most useful fully developed lami­
nar flow solutions for some important duct geometries are summarized for the designer. 

Introduction 

The importance of forced convection theoretical solutions for 
the design of compact heat exchangers has been long realized. 
Many of these theoretical solutions published in the literature, 
using highly sophisticated mathematical and numerical tech­
niques, are difficult to interpret by a designer. This is because 
thermal boundary conditions are generally not defined clearly 
and consistently. Thermal boundary conditions are the specifica­
tions of temperature and/or heat flux conditions at the wall of the 
duct. The objective of this paper is to clarify and systemize vari­
ous thermal boundary conditions associated with duct flow forced 
convection heat transfer. 

These heat transfer results are strongly dependent on the ther­
mal boundary condition in the laminar flow regime, while very 
much less dependent in the turbulent flow regime for fluids with 
Pr i 1. Hence, the classification of the thermal boundary condi­
tions made here is mainly useful for the laminar flow theory, even 
though the boundary conditions are applicable for both laminar 
and turbulent flows. 

Laminar duct flow forced convection heat transfer solutions up 
to 1964 were compiled by Kays and London [l]1 for what is de­
scribed here as [Tj and (Hi) boundary conditions. Based on a 
1971 compilation [2], the present effort augments and extends the 
range of thermal boundary conditions to a wider range of heat ex­
changer applications. 

Thermal boundary conditions are classified here only for singly 
connected ducts. Those for doubly and multiply connected ducts 
are summarized in [111. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the Winter An­
nual Meeting. New York, N. Y., November 26-30. 1972. Revised manu­
script received bv the Heat Transfer Division, April 25, 1973 Paper No 
72-WA/HT-54. 

Dimensionless groups associated with laminar duct flow analyt­
ical solutions should be defined in a uniform manner for ready in­
terpretation by the designer. This aspect is discussed separately 
in [3]. 

Classi f icat ion 
A large variety of thermal boundary conditions can be specified 

for the constant cross-sectional duct of Fig. 1. These are categor­
ized in three groups (horizontally) in Table 1: (1) specified axial 
wall temperature distribution tu,, (2) specified axial wall heat flux 
distribution q", and (3) a specified combination of axial wall 
temperature and wall heat flux distributions. Around the periph­
ery of the duct, F, any combination of tw, q" or (q" = tw

n) may 
be specified. These boundary conditions may be applicable to ei­
ther thermally developed or thermally developing flow, or both. A 
classification of these thermal boundary condition sets and their 
applications to the thermally developed or developing flows are 
outlined in Table 1. 

It may be emphasized that the classification of thermal bound­
ary conditions made here is applicable either to developing or 
fully developed velocity fields. If the velocity field is fully 
developed, the superposition methods mentioned below can 
be readily employed to derive solutions for arbitrary variations in 
t„- or q" axially or peripherally. In contrast, if the velocity field is 
developing, a large number of thermal entrance solutions, with 
heating started at different locations in the hydrodynamie entry 
length, would be required for the superposition for a complete so­
lution to arbitrary variations in tw or q". As a result, the super­
position methods are less useful for simultaneously developing ve­
locity and temperature fields. 

For the case of specified arbitrary variations in wall tempera­
ture or wall heat flux, the solution to the energy equation may be 
obtained by superposition methods. Literature sources describing 
the superposition methods for arbitrary variations in tw or q" ax­
ially or peripherally are indicated in Table 1. Since so many 

Journal of Heat Transfer MAY 1974 / 159 Copyright © 1974 by ASME

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Flow 

Boundary V 

boundary conditions of four kinds are widely used for unsteady 
heat conduction problems. These are also applied to the duct flow 
forced convection heat transfer. In the most general form, these 
boundary conditions are 

(1) 

Fig. 1 A singly connected duct of constant cross-sectional area 

boundary conditions can be generated by the superposition tech­
niques, specific names are not recommended for axially variable 
thermal boundary conditions. 

Boundary conditions, which include a combination of axial and 
peripheral heat conduction as well as thermal resistance in the 
wall, are difficult to analyze. One technique is to attempt to solve 
directly the so-called conjugated heat transfer problem. This type 
of problem is formulated for the entire solid body-fluid medium 
system, rather than using a priori specified boundary conditions 
of any kind. It involves the simultaneous solution of the energy 
equations for the solid and fluid media by considering tempera­
tures and heat fluxes equal at the solid-fluid interface, as in 
equation (4). The velocity distribution for the fluid medium must 
first be found by solving the applicable continuity and momen­
tum equations. Luikov, et al. [13, 14] solved the conjugated prob­
lem for the circular tube, while references [13, 14, 15, 16] solved 
the conjugated problem for the parallel plates. Luikov, et al. [13, 
14] also formulated a criterion to solve the convection problem as 
a conjugated problem. 

In the Russian literature [12, 13], conjugated problems and 

F i r s t kind: 

Second kind: 

T h i r d kind: 

U = tw(x,y,z,7), 

ctw" = (lJ'U,y,z,T), 

<1«" = Ujtxtt - / „ ) , 

Four th kind: /„ , (T) = [tf(r))w 

9„ * (T )= f< / / (T ) ] l l . 

(2) 

(3) 

(4«) 

(4M 

Boundary conditions of first, second and third kinds are, re­
spectively, the Cases lei, 2d, and the restricted 'id of Table 1 (cor­
responding to the linear functional relationship of equation 
(66)), except that in steady laminar or quasi-steady turbulent 
flow, no time dependence is involved. 

As the foregoing boundary conditions do not make any distinc­
tion between axial and peripheral conditions, and as solutions ap­
pear in the literature with this distinction, some specific thermal 
boundary conditions are proposed and systemized for thermally 
developed and developing flows. They are summarized in Table 2 
and are described in the following section in further detail for the 
singly connected duct (Fig. 1) for negligible axial heat conduction 
in the fluid. From the solutions for these boundary conditions, a 
solution may be obtained for arbitrary variations in correspond­
ing parameters by superposition methods. These basic boundary 
conditions are relatively simple for mathematical analysis, are 

•Nomenclature • 

A = heat transfer area q" = 
Ac = flow cross-sectional area 
a' = duct wall thickness 
cp = specific heat of fluid at constant 

pressure 
Dh = 4Ae/P = hydraulic diameter of 

the duct 
(Hi) = thermal boundary condition re- qp" = 

ferring to constant axial wall Re = 
heat flux with constant peri­
pheral wall temperature Rw -

(H2) = thermal boundary condition re­
ferring to constant axial wall T = 
heat flux as well as constant 
peripheral wall heat flux v£ / = 

h = convective heat transfer coeffi­
cient 

Kp = kwa'/kDh = peripheral wall heat 
conduction parameter, dimen- (T3) = 
sionless 

k = thermal conductivity, for fluid if 
no subscript 

m = exponent inequation (19a) (fy = 

n, s = outer normal and tangential co- At = 
ordinates at a point on the duct 
periphery F t = 

n*, s* = dimensionless coordinates n/Dh 
and s/Dh 

p = fluid pressure tm = 
P = wetted perimeter of the duct 

(length of boundary F) tw = 
Pe = UmDhja = Re Pr = Peclet num­

ber, dimensionless two = 

Pr = nCp/k = fluid Prandtl number, 
dimensionless tw.m = 

q' = wall heat transfer rate per unit 
length of the duct; q' = q"P; Uw = 
it is assumed to be from wall-
to-fluid for convenience 
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wall heat flux, heat transfer rate 
per unit area A of the duct; it is 
an average value with respect 
to perimeter, q"P = )qp"ds; 
for fully developed flow, if 
neither x nor m appears as a 
subscript 

peripheral local wall heat flux 
pumDnln = Reynolds number, 

dimensionless 
k/UwDh - dimensionless wall 

thermal resistance 
temperature of the fluid, on the 

absolute scale deg R or deg K 
thermal boundary condition re­

ferring to constant wall tem­
perature peripherally as well as 
axially 

thermal boundary condition re­
ferring to constant axial outside 
wall temperature with finite 
normal wall thermal resistance 

radiant-flux boundary condition 
constant axial wall-to-fluid bulk 

temperature difference 
temperature of the fluid to a 

specified arbitrary datum, deg 
F or deg C 

(l/umAc) S'Ac U t dA<: = fluid 
bulk mean temperature 

wall or fluid temperature at the 
inside duct periphery F 

wall temperature at the outside 
duct periphery 

(1/P)JV twds = perimeter aver­
age wall temperature 

wall thermal conductance, de­
fined by equation (7) 

u = fluid axial velocity, fluid veloc­
ity component in x direction 

Um = (1/Ac) j A c u dAc = mean axial 
velocity 

W = pumAc = fluid mass flow rate 
through the duct 

x = cartesian coordinate along the 
flow direction 

x* = x/(DhPe) = dimensionless axial 
coordinate for thermal en­
trance region 

y,z = cartesian coordinates across the 
flow cross section 

a = k/pCp = fluid thermal diffusivity 
F = inside periphery of the duct wall 
7 = (waTe

3Dh/k = radiative wall 
heat-flux boundary condition 
parameter, dimensionless 

tw ~ emissivity of the wall material 
M = fluid dynamic viscosity coeffi­

cient 
p = fluid density 
a — Stefan-Boltzmann constant 
T = time 

Subscripts 
e = initial value at x = 0 (at en­

trance) or where the heat trans­
fer starts 

/ = fluid 
m = mean 
p = pertaining to a local peripheral 

point on T 
x = denoting arbitrary section along 

the duct length, a local value 
as opposed to a mean value 

w = wall or fluid at the wall 
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Table 1 General classification of thermal bound­
ary conditions 

General 

-U«f.-sificat:or. 

j J 

Specified *„„. >-: t i 

(a) 

_ 

-

r , • ; • , 

J 
1 

i 

i 

i 

i 

varvabU; axi,.,] ly 

variable peripherally 

id) 

_ 

Table 2 Thermal boundary conditions for de­
veloped and developing flow through singly 
connected ducts 

r , f 

© 

r 

/.*> 

' 

« 

r-il 

1» a 

™*"» "«»«..« 

realized approximately in practical systems and have been ana­
lyzed to a varying degree for ducts of different cross section [2, 4]. 
Thermal boundary conditions which yield thermally fully devel­
oped flow for a long duct are limited in number. According to the 
authors' knowledge, Table 2 appears to he a complete list of such 
thermal boundary conditions. 

The following nomenclature scheme is used for these boundary-
conditions. Generally two characters are enclosed in a circle; the 
first character T or H represents axially constant wall tempera­
ture or heat transfer rate, respectively; the second character, a 
numeral 1, 2, or 3 indicates respectively the foregoing boundary 
conditions of the first, second or third kind of the peripheral di­
rection, in a restricted sense,2 For example, (Hj) represents con­
stant axial heat transfer rate q' with constant peripheral surface 
temperature. The numerals 4 and 5 designate specialized axial or 
peripheral boundary conditions. 

2 For boundary conditions of the first, second and third kind, the con­
stant temperature, constant heat flux, and a linear combination of heat 
fiux and wall temperature are specified, respectively, peripherally around 
the duct boundary for the present classification scheme. 

Constant Axial Wall Temperature, ( T ) , (T3) , and (T4) . The 

thermal boundary conditions of approximately constant axial 
wall temperature is realized in many practical applications; for 
example, condensers, evaporators and automotive radiators at 
high liquid flows. If the wall temperature is also uniform periph­
erally, the boundary condition will be referred to as ( T ) . Accord­
ing to the foregoing proposed scheme, it should have been desig­
nated as (Tl) ; but as the wall temperature is the same every­
where, it is designated for convenience as ( T ) . The peripheral con­
stant wall heat flux case, (T2), is not realized in practical appli­
cations, and hence it is of less importance; moreover solutions are 
not available in the literature. The (T3) and @ ) have linear and 
nonlinear combinations of wall heat flux and temperature on the 
duct periphery as described in the following text. 

(TJ Boundary Condition. The wall temperature of the duct is 
constant, both axially and peripherally, for this boundary condi­
tion. 

' I r = l,e = cons tant , independent of (x,y,z). (5) 

The constant wall temperature condition can be pictured in 
two ways: (i) With reference to Fig. 2, the thermal resistances of 
both the wall and the ta fluid are zero, and ta is constant. For 
this case the axial wall thermal conductivity can be arbitrary, 
but the normal (radial) thermal conductivity is implicitly as­
sumed to be infinite, (ii) The wall thermal conductivity is ideal­
ized to be infinite in the axial and peripheral directions; there­
fore, the normal thermal conductivity or normal wall temperature 
profile is not involved in this analysis. 

Some of the technical applications of (j) boundary condition 

two 

f' 1OVJ 

^ ^ ^ 
tr 

m 

^ ^ ^ 

Fig. 2 Thermal circuit representation of the resistances 
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are indicated in Table 2. The ( T ) boundary condition has been 
analyzed for parallel plates, and circular, rectangular, isosceles 
triangular, sine, elliptical, and concentric annular ducts [2). 

Cr.3) Boundary Condition. The outside wall temperature is 
constant axially, while the converted heat flux peripherally is lin­
early proportional to the wall temperature difference (t„o - t,r) 
of Fig 2. 

/„.n(.v,y,£) = I wl)(y,z), independent of A\ (6O) 

k 
ol 

t ' H . ( /« .o - ' l r ) (6ft) 

Note that the inside wall temperature tw = t\r for this boundary 
condition is a function of (y, z) as well as x, unlike the outside 
wall temperature t,v0 which does not depend on x. 

The reciprocal of the proportionality constant in equation (66), 
l/Uir, will be referred to as the wall thermal resistance. It is 
based on the inside duct wall area. For a straight, thin wall of uni­
form thickness a', it is 

U„ 
a 

T7,. 

For a circular tube of radius a and wall thickness a', it is 

a' 
a In (1 

k',7 

-) 
a 

(7c) 

(7&: 

If the outside wall to fluid thermal resistance is included in 1/lV, 
as is done sometimes in a condenser design. 

(7c 

The corresponding wall heat flux of equation (66) would be (from 
Fig. 2) 

Insert ( I'u-i'a ~l\r) (6c) 

In the literature, t„ is generally considered as a constant. After 
dividing n by the characteristic dimension Dlu equation (66) re­
duces to 

(/,. • / | J (8) 

where the dimensionless wall thermal resistance R„- = k/Uu-D>,. 
Implicit idealizations made for wall thermal conductivity for 

the (T3) boundary condition are described in Table 3. Two limit­
ing cases of this boundary condition are (i) when the wall thermal 
resistance R„- approaches zero, (T3) reduces to the ( T ) boundary 
condition; (ii) when the wall thermal resistance Ru- approaches 
infinity, q" = 0 axially as well as peripherally, which is a special 
case of the (H2) boundary condition (q" = constant everywhere). 
Thus when Rw -— =>, the (T'ij solution goes to (H2J .3 

Some of the technical applications of the ;T3, boundary condi­
tion are outlined in Table 2. The (T'i) boundary condition has 
been analyzed for parallel plates and circular, elliptical, sine, and 
concentric annular ducts [2]. 

(T4) Boundary Condition. For this boundary condition, wall 
thermal resistance R„- is considered as zero so that t„-o - t„- in 
Fig. 2. The outside fluid or ihe environment temperature T„ is 
now idealized as constant axially. Wall heat flux peripherally is 
nonlinearly proportional to wall temperature: a situation existing 
when the duct wall is radiating thermal energy to the environ­
ment. 

3NUH2 is higher than NuT for the circular tube, parallel plates and 
elliptical ducts, while Nun2 is lower than NuT for sine ducts. Hence, with 
increasing value of R:.., Nu , 3 will increase for the circular tube, parallel 
plates and elliptical ducts, while Nu 13 will decrease for the sine ducts. 
This is the reason tor the apparently strange behavior of Nu 13 for sine 
ducts, not explained by [IT]. 

Table 3 Idea l i za t ions of wal l t h e r m a l c o n d u c ­
t iv i ty i m p l i e d for t h e t h e r m a l b o u n d a r y cond i ­
t ions of Table 2 

Thermal 
Boundary 
Condition 

© 
© 
© 
© 
© 
© 
© 
© 
© 

Axial 

arbitrary 
infinite 

zero 

zero 

zero 

zero 

zero 

zero 

zero 

zero 

Peripheral 

arbitrary 
infinite 

zero 

zero 

infinite 

zero 

zero 

finite 

infinite 

infinite 

Normal 

infinite 
arbitrary 

finite 

infinite 

infinite 

infinite 

finite 

infinite 

infinite 

arbitrary 

T„(.v,v^) = T„ (y , z ) , independent of .v. 

e . 4 r | r
4 - r a ' l 

(9a) 

(96) 

Here the equivalent temperature of the environment. Ta, is de­
fined by 

auB=ewaTa
i. (10) 

where aw is the absorptivity of wall material and H is the incident 
radiant energy. In the literature, Ta is usually taken as zero. T„; 

= T | r is a function of x for the (T4) boundary condition, as it is 

for the (T3) boundary condition. 

Nondimensionalizing temperature and normal direction with 
T,. and /)/,, respectively, and after some rearrangement, equation 
(96) reduces to 

dn* •y\T* ~T„ (11) 

where the radiation parameter 7 = (tV(rT,,3Di,/k. 
Implicit idealizations made for the wall thermal conductivity 

for the (T4) boundary condition are described in Table 3. Two 
limiting cases of the (T4) boundary condition are: (i) when 7 ap­
proaches 00, (T4) reduces to the [Tj boundary condition; (ii) 
when 7 approaches 0, (T4) reduces to the (H2) boundary condi­
tion. 

Some of the technical applications of the (T4) boundary condi­
tion are outlined in Table 2. The (T4) boundary condition has 
been analyzed only for the circular tube [2], 

Constant Axial Wall Heat Flux, (Hj) , (H2) , (H3) , and (H4) . 
The thermal boundary condition of approximately constant 
axial heat rate per unit duct, length ((/' ~ constant) is realized in 
many practical applications; for example, electric resistance 
heating, nuclear heating, counterflow heat exchanger with equal 
thermal capacity rates (Wc,,). This boundary condition will be 
referred to as ( H ) when there is no peripheral variation of wall 
temperature (or wall heat flux). This is the case for symmetrically 
heated straight ducts having constant peripheral curvature and 
no corners, e.g., circular duct, parallel plates, and concentric an­
nular ducts. However, for symmetrically heated noncircular ducts 
(with corners or variable peripheral curvature), the peripheral 
wall temperature and/or heat flux are variable. Four simplified 
cases of these variations are: (i) the peripheral wall temperature 
constant, with the peripheral heat flux being variable, (ii) the pe­
ripheral wall heat flux constant, with the peripheral temperature 
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duct ins ide per iphery r 
Fig. 3 Energy transfer terms in the duct wall cross section for finite 
peripheral conduction 

being variable, (iii) the peripheral local heat flux linearly propor­
tional to the wall temperature at that point, and (iv) finite pe-
i ipheral heat conduction so that both the peripheral wall temper­
ature and heat flux are varying. These four boundary conditions 
for noncircular ducts (e.g., rectangular, triangular, elliptical, etc.) 
will be referred to as (HI) , (H2) , (H3) , and (H4) , respectively. 
They are described below. 

(HV) Boundary' Condition. The wall heat transfer rate is con­
stant in the axial direction, while the wall temperature at any 
cross section x is constant in the peripheral direction, for the (Hi) 
boundary condition. 

rf/„ 
q'(x)= Wc„ . 

v ax 
constant , independent of x, (12a) 

/ | r = tw = cons tan t , independent of (y,z) . (126) 

Implicit idealizations made for wall thermal conductivity for 
(Hi) boundary condition are described in Table 3. 

The (Hi) boundary condition is a limiting case of a generalized 
boundary condition (H4) to be described. For a heat exchanger 
with highly conductive materials, the (HI) boundary con­
dition may apply. In practice, it may be difficult to achieve 
this boundary condition for noncircular ducts [18]. How­
ever, as it is mathematically amenable, it is the most frequently 
investigated boundary condition in the literature and solutions 
are available for twenty duct geometries [2], NuH i is always high­
er than NUT for a given duct geometry, as explained in [2, 4]. 

Note that q' is related to average and peripheral local wall 
heat fluxes <?" and qp as 

1 r • , 
= q" = -^ J 1p"ds . (13) 

P P J 'qp"ds 

(H'2) Boundary Condition. The wall heat flux q" is constant in 
the axial as well as the peripheral direction for this boundary 
condition. 

q"P <1 Wc, rdx 
constant , independent of x, (14a) 

(1P = P 
= constant , independent of (\\z) 

as well as x. (14/;) 

Implicit idealizations made for the wall thermal conductivity 
are described in Table 3. 

For a heat exchanger with constant q' and low thermal conduc­
tivity materials, the (H'2) boundary condition may be realized, if 
the wall thickness all around the duct periphery is uniform. This 
boundary condition, after (Hi) , is also easily amenable to analy­
sis. Solutions have been obtained for rectangular, isosceles trian­
gular, sine, circular segment, regular polygonal and cardioid 
ducts [2]. 

NuH2 is lower than Nu,u for noncircular ducts, due to corner or 

curvature effects, as explained in [2, 11]. The (H2) boundary con­
dition is a limiting case of the (Hj) boundary condition to be 
described. 

(H3) Boundary Condition. The wall heat transfer rate is con­
stant in the axial direction, the same as equation (12a), while the 
heat flux is linearly proportional to the wall temperature in the 
peripheral direction, the same as equations (66) or (8). Thus 

q'(x) = Wc 
• dx 

= cons tant , independent of x, 

3/ 
in* R», 

( ' • . o - ' l r ) 

(15a) 

(156) 

Implicit idealizations made for the wall thermal conductivity 
for the (H3) boundary condition are described in Table 3. Two 
limiting cases of the (H3) boundary condition are: (i) when the 
wall thermal resistance Ru. approaches zero, (H3) reduces to (Hi) ; 
(ii) when Ra approaches infinity, (H3) reduces to (H2) . 

This boundary condition appears to be of less practical impor­
tance and has not been analyzed for noncircular ducts. 

\H4) Boundary Condition. Wall heat transfer rate q' is con­
stant in the axial direction and finite wall heat conduction is 
specified in the peripheral direction for this boundary condition. 

To derive the peripheral boundary condition, consider a steady-
state energy balance on the wall element ds of unit depth in Fig. 
3. The temperature distribution in the wall is related to the wall 
heat flux along the periphery as 

'dn 3 s ' / / „, tin = 0 . (16) 

The temperature across any cross section for a thin wall may be 
taken as uniform. This is equivalent to assuming zero wall ther­
mal resistance in the normal direction. If the wall thickness a' is 
uniform, then 

/ Iwdn -^ a'l\ (17) 

After dividing n and s by characteristic dimension Dh and some 
rearrangement, equation (16) reduces to 

OJL 'D„ 
dn* 

K, 0 (18a) 

q'(x) = Wc. constant , independent of .v. (186) 

r as * _ 

where Kp = ku-a'/kDh is the peripheral heat conduction parame­
ter. Additionally, along the axial direction, 

(JLm 
• dx 

The equation set (18a) and (186) constitutes the (H4) boundary 
condition. 

Implicit idealizations made for the wall thermal conductivity 

for the (H4) boundary condition are described in Table 3. The pe­

ripheral kw is used in equation (16) and in the parameter Kp. The 
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" i > o m =o -4NuT<rn<o m«-4Nu m<-4NuT 

Fig. 4 y ^ temperature variations along the circular tube length 

Table 4 Solutions for heat transfer and friction 
for fully developed laminar flow through speci­
fied ducts [2 ] 

GEOMETRY 

( L / t ^ > 1 0 0 ) 

2a 

2a / \ 2 b _ V3 
J _ Z A 2 a 2 

2b 

2b 

2a 

l i = i 
2a 

o 
2b 

2a 

2b = 1 
2a 2 

o 
2b f \ & = .9 

h-2a -*\ 

2 b 
2a 

2J>= 1 
2a 4 

2b i 1 2h = 1 
2a 2a 8 

2b = 0 

1 = 0 
/'///y^V77 a 

/insulated 

N U H 1 

3 . 0 1 4 

3 . 1 1 1 

3 . 6 0 8 

4 . 0 0 2 

4 . 1 2 3 

4 . 3 6 4 

5 . 0 9 9 

5 . 3 3 1 

6 . 4 9 0 

8 . 2 3 5 

5 . 3 8 5 

N u H 2 

1 . 4 7 4 

1 . 8 9 2 

3 . 0 9 1 

3 . 8 6 2 

3 . 0 1 7 

4 . 3 6 4 

4 . 3 5 * 

2 . 9 3 0 

2 . 9 0 4 

8 . 2 3 5 

-

N u T 

2 . 3 9 * 

2 . 4 7 

2 . 9 7 6 

3 . 3 4 * 

3 . 3 9 1 

3 . 6 5 7 

3 . 6 6 

4 . 4 3 9 

5 . 5 9 7 

7 . 5 4 1 

4 . 8 6 1 

f n e 

1 2 . 6 3 0 

1 3 . 3 3 3 

1 4 . 2 2 7 

1 5 . 0 5 4 

1 5 . 5 4 8 

1 6 . 0 0 0 

1 8 . 7 0 0 

1 8 . 2 3 3 

2 0 . 5 8 5 

2 4 . 0 0 0 

2 4 . 0 0 0 

i n t e rpo la ted values 

special cases, K„ = °° and 0, yield the (Hi) and (H2) boundary 
conditions, respectively, as is evident from Table 3. 

Some of the many important technical applications of the (H4) 
boundary conditions are described in Table 2; but solutions are 
available only for a square duct [2, 19). 

A more generalized boundary condition, which takes into ac­
count the wall heat conduction in the peripheral direction as well 
as a finite wall thermal resistance in the normal direction, has 
been discussed by Lyczkowski, et al, [19]. 

Exponential Axial Wall Heat Flux, (HS . The axial wall heat 
flux varies exponentially along the flow length, while the periph­
eral wall temperature is constant at a particular section x for this 
boundary condition. 

<7r' = ' / > - V * , U9r7) 

/ | r = /„, = constant , independent of (\\z) 
but v a r i e s with x. (19ft) 

Implicit idealizations made for the wall thermal conductivity 
for the MM boundary condition are described in Table 3. 

The wall and fluid hulk mean temperatures are shown in Fig. 4 

for varying values of the exponent m for the circular tube. For m 
= 0, the (H5) boundary condition reduces to the (Hj) boundary 
condition. For m = — 4NuT, it reduces to the ( T ) boundary condi­
tion for the concentric annular duct family. The (Ho) boundary 
condition with an appropriate value of m (Fig. 4) can be used to 
approximate either the parallel or counterflow heat exchanger for 
which the fluid bulk mean temperature varies exponentially along 
the duct. Solutions are available for circular tubes, parallel 
plates, concentric annular ducts, and longitudinal flow over par­
allel rods [2]. 

Constant Axial Wall-to-Fluid Temperature Difference, (At) . 
The wall-to-fluid bulk mean temperature difference is constant in 
the axial direction, while the wall temperature at any cross sec­
tion is uniform for the (At) boundary condition. 

A[(.v) = Iw -lm = constant , independent of .v, (20c;) 

/ | r = /„. = constant , independent of (v,z). (20ft) 

It is implied that the wail thermal conductivity is zero in the 
axial direction, infinite in the peripheral direction, and arbitrary 
in the normal direction, Table 3. 

Two limiting cases of the (At) boundarv condition are: (i) when 
x approaches zero (i.e., in the thermal entrance region very close 
to the point of step change in wall temperature), then ("At) ap­
proaches the ( T ) boundary condition; and (ii) when .v approaches 
infinity (i.e., near the fully developed region).(Atiapproaches the 
(Hi) boundary condition. 

The (At) boundary condition has been analyzed only for the cir­
cular tube [20]. 

Laminar F l o w Solut ions 
As shown in the description of the thermal boundary condi­

tions, (T). (Hi) , and (H2) are limiting thermal boundary condi­
tions of more generalized boundary conditions (To), (T4), (H3), and 
(H4) . The latter boundary conditions take into account the wall 

thermal resistance or wall heat conduction peripherally. 
The magnitudes of NuT, Num, and NuH2 for different duct 

geometries are useful for design purposes. To this end. the avail­
able literature information is summarized in [2). These magni­
tudes for some of the practically more important duct geometries 
and fully developed laminar flow are condensed in Table 4, for 
the constant property Newtonian fluid. This table augments and 
corrects Fig. 6-1 of Kays and London [1]. Note that the fol­
lowing effects are excluded for the Nusselt numbers of Table 4: 
free convection, mass diffusion, chemical reaction, etc.. as well as 
the axial heat conduction, viscous dissipation and thermal energy 
sources within the fluid. 

Conclusions and Recommendat ions 
Conclusions and recommendations derived from this work are 

summarized as follows. 
1 Throughout the heat transfer literature, thermal boundary 

conditions associated with the duct flow forced convection prob­
lem are generally not defined in a consistent manner. These are 
defined and systemized in this paper for the interpretation of the­
oretical results by a designer. 

2 Table 1 outlines the general classification of thermal bound­
ary conditions. Table 2 presents specific thermal boundary condi­
tions for singly connected ducts. Thermal boundary conditions for 
doubly and multiply connected ducts are described in [11]. 
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3 Some of the more readily useful, fully developed l amina r 
flow solut ions are s u m m a r i z e d in T a b l e 4. 
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On the Delayed Hot Water Problem 
A pipe with external insulation contains a flowing fluid at constant temperature. Sud­

denly there is a jump in inlet fluid temperature. The subsequent temperature distribu­
tion in the fluid and in the pipe is studied by means of perturbation expansions, one of 
which is singular. Simplifying assumptions are explicitly stated. Some extensions and 
unifications of previous work are found. 

1 Introduction 
The analysis herein is motivated by the following problem of 

practical importance. A uniform homogeneous fluid flows through 
a semi-infinite (x >. 0) pipe of inside radius r = a and outside ra­
dius r = b, the outside of which is perfectly insulated against 
heat flow. Initially all fluid and pipe in .r > 0 is at a uniform tem­
perature which may be taken as zero. Suddenly both the annular 
end face (x = 0) of the pipe and the fluid entering the pipe at x = 
0 experience a common unit increase in temperature. It is desired 
to determine 0*0, x, t), the temperature in the fluid, and T*(r, x, 
t), the temperature in the pipe wall, as functions of position O, x) 
and time (t). If one assumes that the material properties are uni­
form and do not depend on position or time and if one makes the 
assumption of plug or slug flow, i.e.. that the fluid velocity is a 
constant V independent of position or time, the problem may be 
described mathematically as follows: 

9$* d(j* 

3x W 
0: 

71 T* 

3' 

30* 

a1 \__d_ 
9x2 x or ar-

dT*/dr = 0 at r b; 

kt-sF=k>*r li* (T* - 0*) on the in te r face r = a; 

T* = 9* = 1 for A- = 0, / > 0; 

t* = 6* = 0 tor I = 0 (1) 

Here k denotes thermal conductivity, « denotes diffusivity, and 
subscripts 1, 2 refer to the fluid, pipe, respectively; «i includes 
eddy diffusivity as well as thermal diffusivity. Note that this for­
mulation includes the influence of a finite surface heat transfer 
coefficient (h*) at the interface. It is also required, obviously, that 
all temperatures must remain finite. 

The steady-state problem of determining the temperature field 
has been studied in a number of papers. The fundamental paper 
considering both the fluid and wall simultaneously was by Perel-

Contributed by the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division. October 10, 1973. Paper No. 74-HT-U. 

man [l]1 where the term "conjugated problem" was introduced. 
This work does not consider axial diffusion in the fluid. Similar 
problems have been considered by several authors (2, 3, 4], 
where the problem is solved by considering eigenfunctions and 
using Duhamel's theorem. The effect of axial conduction in the 
fluid, as well as the wall, in the steady-state problem, is consid­
ered by Taitel, et al. [5], among others. 

The time dependent problem has not been as widely studied. 
The early studies make the assumption that the fluid and wall 
temperature are the same and ignore axial conduction. One of the 
simplest and earliest results is due to Monk [6], whose results will 
be discussed later. A time varying problem, ignoring axial con­
duction, is studied by Sparrow and De Farias [7], using sinusoid-
ally varying conditions. A very theoretical investigation of the 
time varying problem, ignoring axial conduction, is contained in 
Perelman, et al. [8]. A different approach, partially reported in 
[10], has recently been employed by one of the authors [9]. These 
investigations reduce to the study of singular integral equations 
describing the fluid temperature at the wall interface. 

It is the purpose of this report to study the time dependent 
problem, considering axial conduction in both the fluid and the 
wall. To do so we must simplify our basic equations, and we ac­
complish this by considering a radial average of the basic equa­
tions [9*0, x, t) - - B(x, t); T*(r. x, t) - T(x, t)\. One indepen­
dent variable is eliminated and the radial conductivity and surface 
film conductivity are combined into a modified surface coefficient 
h. Equally important is the fact that the coupling between the 
fluid and pipe wall temperatures is made to appear in the differ­
ential equations themselves rather than in the boundary condi­
tions. An ordinary perturbation expansion of 0 (fluid tempera­
ture) and T (pipe wall temperature) is developed in powers of <2 

= V"2 and the first two terms for each are actually obtained ex­
plicitly. It may be seen that these solutions are valid only for x < 
Vt, delta function type singularities of increasing order occurring 
at the "wave front," x = Vt. Accordingly a singular perturbation 
expansion is then developed in the vicinity of the wave front. 
This is matched in an appropriate way to the ordinary expansion 
obtained earlier so as to result in a composite solution valid 

'Numbers in brackets designate References at end of paper. 
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A, 

throughout the fluid and pipe. 
Our results will be seen to describe a temperature front propa­

gating at the fluid velocity V, and interestingly enough, a second 
"front" propagating at a retarded velocity originally found by 
Monk [6], 

2 Radia l Averag ing of Temperatures 
We define the average temperatures 

B(x, t) = ( V e * ( r , A-, t)dr/ frdr (2a) 
0 0 

T(x, t) = j"rT*(r, x, i)dr/ f rdr (26) 
a a 

and introduce the "equivalent" surface film coefficient, a con­
stant, 

in this application and to seek an alternate method of dealing 
with the problem. 

3 Ordinary Perturbat ion Expans ion 
Accordingly we consider an expansion of the solution in powers 

of e2 and we expect useful results if V = (-1 is "large." Note, 
however, that e2 is the coefficient of the highest order derivative 
present so that we expect eventually to be faced with a singular 
perturbation problem [11]. Thus, we look initially for an expan­
sion 

0(r), t;el) = e0(r,, /) + £ 26 2 (T) , t) + €404(r,, / ) + . . . {la) 

T{V, /;€2) = T0(n, /) + €2T2(r7, /) + €4r4(r) , / ) + . . . {lb) 

Substituting in (6a), (6b) and equating coefficients of like powers of 
«2, we obtain the following sequences of equations 

a ?! 

97) 

ar, 
37) 

96 
+ -^ + M0o ~ r») = °; 3 / 37, - M0„ - T») = o 

(8a, 6) 

+ ^ i - + h(el-Tl) 
9 2 e ( 

bttfi-T,) 
9"T, 
97,2 

; (/ = 2 , 4 , 6 , . ) (9a , b) 

h = 
96* <{B* T*) /(0* _ x*) (2a) ^ n e DOunclary and initial conditions are 

Then, by partial integration of the P.D.E.'s in (1) between appro­
priate radial limits and introduction of the average temperatures 
6 and T, we obtain the new P.D.E.'s 

fJo(v, I) = T(l(n, t) = 1 for 7, = 0 , / > 0 

0;(7), t) = T ; (T) , t) - 0 for 7) = 0 , / > 0 ; / = 2 , 4 , 

9.V2 ' 

where 

- V 
a_e 
9x 

96 

W 
+ 6 , ( 0 -

9 2 T 
a ? 7—= 1 3x2 

'J",); 

" 9f 

0;(T), /) = T^TJ , /) = 0 for ?) 0 

- 6,(6 - T) (3rt, 6) 

ft, = atPli/Aikt (i = 1, 2) (3c) 

and the meanings of p and Ai, A 2 are given in Table 1, the sec­
ond column of which pertains to the circular pipe geometry con­
sidered thus far. However, a plane parallel configuration leads to 
the same formulation, the third column of Table 1 pertaining to 
the case where flow takes place in the space between two identi­
cal, externally insulated, semi-infinite parallel plates. Details 
may be found in [9]. 

Equations (3a), (36) must be solved subject to the conditions 

t = 0 ; 
i = 0 , 2 , 4 , . . . (10) 

In equations (9), the second derivative of the previously deter­
mined function (6-2 or 7V 2 plays the role of a known excitation. 
Thus equations (8) and (9) are of first order in 7; and only one 
boundary condition can be applied. Consequently it cannot be ex­
pected that the solutions will be uniformly valid. 

Starting with equations (8) we simply note that they are a spe­
cialization of equations treated by Arpaci (example 7-5 reference 
[12]) and write the solutions immediately as 

T = 0 for ,v & 0, t > 0 

6, T ~ 0 for x - ° ° , / 2 0 

6 = T = 1 for A- = 0, / > 0 

It is convenient to normalize by introducing the new variable 

7) = x/V = ax (where £ = V" 

so that equations (3a), (36) become 
) 

(4) 

(5) 

U ^ I ^ V / O ^ / C T T ) +b2f e~"iy I0{2foy')dy 
" u 

0 ' _ 
r0(T), t) = { fHe-"i"j e-62%(2v'av)dv 

' 0 

w h e r e 

r < 

;- > 

T < 

T £ 

0 

0 

0 

0 

T = / 

and 
6, 6,?) 

(ID 

(12) 

(13) 

(14) 

a<€." 
3 7)2 

3 6 
97) 

90_ 

dT 
+ 6,(6 - T); a 2 

3 7 ^ = |f-M. T) 

(6 a, 6) 

Conditions (4) remain the same except for r) appearing in place of 

It may be remarked that this system has been treated pre­
viously. What appears to be the most successful prior treatment 
is that of Hiep [10] who analyzed some problems involving granu­
lar media; his equations appear to be more general but employ­
ment of fictitious material properties in the present analysis 
makes it equally general. Hiep employed Laplace transformation 
analysis but found it necessary to use strictly numerical proce­
dures for dealing with the transformed system and for performing 
the inversion. Our own experiments with the numerical inversion 
procedure employed by Hiep have led us to question its accuracy 

It may easily be shown that (>0 and To both approach unity as r 

These solutions have a wave-like character with no response at 
all ahead of the wave front, i.e., for T < 0, that is, for t < 77 = 
x/V. For fixed t there is no disturbance in the region x > Vt and 
for fixed x no disturbance takes place until f ^ x/V. In what fol­
lows, the condition T = t — 17 = 0 is referred to as the wave front. 
Observe that although the (zero order) pipe wall temperature To 
is continuous at the wave front, it has a discontinuous slope. The 
(zero order) fluid temperature 6a is itself discontinuous at the 
wave front. 

The first correction terms, $2(11, t) and 7Vri, t) are governed by 
first order equations (9) with forcing terms involving second de­
rivatives of Bo and To, respectively. These nonhomogeneous terms 
vanish ahead of the wave front so that, correspondingly no correc­
tion is expected ahead of the wave front. We actually obtain the 
results (see Appendix A), 
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"2 fa,') 

T2('U I) = { 

0 for r < 0 

e-*i\>-bzTalVV(T) + 0(77(26, - 6 , ) 6 ( T ) 

+ C0/0(2vrOT) + C1/1(2V'oi) for r S O (15) 

0 for r < 0 

/i'rtT«|))()j5(T) + c y ^ / o r ) + 

C4/ ,(2Vox) for i i O (16) 
where Co, C\, C3, C\ are algebraic functions of n and t (see Ap­
pendix A). Also <5(T) denotes the (Dirac) delta function and <5'(r) 
denotes its derivative. 

It is evident from the analysis in the Appendix not only that 
the labor of obtaining further corrections (i.e., $1 and T, for i > 2) 
would be formidable but also that such additional corrections 
would have a nature similar to those already obtained, namely, 
that they would exhibit discontinuous behavior at the wave front 
and would fail completely ahead of the wave front. 

The nature of the failure of the original perturbation expansion 
is characteristic of singular perturbation problems [11] and we are 
therefore led to seek a singular perturbation expansion in order 
resolve the difficulties which have been encountered. 

4 S ingu lar Perturbat ion A n a l y s e s 
We have seen that the ordinary perturbation solution repre­

sented by the series (7) involves no difficulties, except those of 
analytical complexity, for any T > 0, that is, at any point behind 
the wave front. However, as we have also seen, this solution pre­
dicts identically zero response for points ahead of the wave front 
(thus failing to reflect the influence of diffusion through the wave 
front) and also exhibits discontinuities at the wave front, con­
trary to what is indicated by physical considerations. A mathe­
matical indication of the difficulty may be seen from the fact that 
t202 is not small at the wave front and presumably the same 
thing could be shown for ti8i, etc. Accordingly, we now look for 
another solution which will be valid throughout the vicinity of the 
wave front. To do this it is convenient to introduce the new vari­
able 

f = (77 - r) /e = - r / e (17) 

(we note parenthetically that f = x — Vt), and we now seek new 
solutions 0(f. t), 7Yf, t) which will be valid in the vicinity of f = 
0. 

Making the change of independent variable from (r\, t) to ('(, t) 
provides the differential equations 

3Z0 3 0 
37 

+ bx(e - T) 

- 3 l + € 3 T - € " 2 ( e T) (18rt, b) 

In contradistinction to the situation dealt with previously, now t 
(to the first power) appears in the governing equations. Accord­
ingly, f, not c2, is the natural parameter with respect to which we 
now construct a new perturbation expansion 

(9(f, /) = fi0(£, /) + €0,(f, /) + £2e2(£, t) + (19«) 

T(l,t) = TQ(X, !) + eTi(Lt)+ e 2 7" 2 (M) + • • • (196) 

(Later, when we match these new solutions to the solutions ob­
tained previously, we will add a tilde to distinguish these 
"boundary layer" solutions.) These new solutions must satisfy the 
conditions 
e ; = T{ r= 0 for I = 0 : 0, , T, - 0 for 

t - °° (/ = 1,2, .) (20) 

and must also satisfy appropriate conditions to the left of the 
wave front. Substituting (19) into (18) and equating coefficients 
of like powers of (, provides the following series of equations. 

a, '-
3 K'1 

d2Ti 

2 a £2 -

30,. 

~ = FT 

3 7'. , 
3t 

- + 6 , ( f l ( -

3 7', 

3? 

3/ 

, 1 , 2 . 

M f ) i - Ti) 

(21) 

(22r;) 

{22 b) (i = 0 , 1 , 

We immediately see, from (20) and (22a). that 

T0 = 0 (23) 

so that there is no zero-order term in (19b) (we remember that T 
is continuous at T = 0). Putting this result in the first of (21) 
gives the classical diffusion equation, the solution of which, 
subject to (20), is 

6^(1,1) =A(lc-"it eric(t./2iail) (24) 

The constant Ao is to be determined by matching with our previ­
ous solution to the left, of the wave front. The next equation to be 
considered becomes 

H i 
3f 

•=- f t ,« „ (25) 

the solution of which, subject to (20), is 

T , ( f , / ) =A0b,e~»\tM(c,i) 

M{'C,t)= j e r f c f c - 4 ^ ; ) dx = 
2v a , / 

2vff4/ (. e r f c ( s 

(26) 

(27) v2/«7f 
In contrast with the ordinary perturbation problem, there is no 

particular analytic difficulty in obtaining higher terms. For the 
next component, we have the equation 

| ^ i - + V ' l - V W " V A / ( ? , / ) (28) 
3-fl. 

and the solution, satisfying (20), is readily obtained (by Fourier 
transforms) as 

M M ) =Axc-"i
t erf ( : ( f / 2 / » , / ) + A{ib\b2lc>-bi<M({, t) (29) 

Here Ai is a second constant of integration. 
In a similar fashion we could obtain additional terms in the ex­

pansion (19). However it appears to be of greater interest and 
value to turn immediately to the problem of matching the two so­
lutions in an appropriate manner. 

5 M a t c h i n g of So lut ions 
We now employ a tilde to distinguish the solutions appearing in 

the "boundary layer" series (19) from those appearing in the 
outer series (7). There is a well developed theory of perturbation 
expansions of the kind encountered here [11] and we will develop 
only the details essential to our present purpose. According to 
this theory our ordinary (7) and singular (19) expansion (fre­
quently called "outer" and "inner" expansions, respectively) are 
actually different asymptotic expansions of the same functions t) 
and T, representing different arrangements of terms to suit differ­
ent purposes. If this is so, then in any region where both are 
valid, they must agree identically in x and t in that region, pro­
vided one employs the complete series. However, we have at most 
a few terms in each expansion and must, therefore, be adroit to 
observe the agreement. Cole [11] presents a formal procedure 
which minimizes the necessity for careful insight. However, here 
we can proceed simply as follows. For sufficiently small < > 0. we 
observe that f = —r/e = (x - Vt)/t becomes large even if r is 
small. Accordingly, the outer (first) solution (7) for small values 
of r > 0 should match with the inner (second) solution (19) for 
large values of f < 0, and we now proceed to do this, observing 
also that these results can also be obtained by using Cole's inter­
mediate expansion method. 

Using standard expansions of the Bessel functions and writing 
everything in terms of r and t, we obtain (for small r > 0) 

0„(T , /) = e-"\'[l + (1 + 0 ,00 ,7 + 0(72)1 (30) 
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T 0 ( T , n = £ >-Vft ,T+ O(T 2) (3D 

1)3(7, t) = uibxb.Je-b\t\bx/h.2 - 2 - « / « , + 

(26, - M / + | W 2 + 0 ( r ) ] (32) 

7/(7, I) = C^'laJh + (2fo,/),ffl1 - 6,2ff,)/ + a,/),?),2/2 + 0 ( T ) | 

(33) 
To match these, we consider 1), and T, for large f. First we ob­

serve that for large positive j", corresponding to negative T, the 
complementary error functions are exponentially small and thus 
do, indeed, match exponentially with the zero values of t) and T 
for T < 0. To determine the one unknown quantity in Wo, namely 
the constant Ao, we consider H0 for large positive f. We easily 
show that 

Pa(t, i) ~ A„f-"t i[2 - Oie-^'^i')} (34) 

Comparing (30) and (34), we see that 
A„ = 1/2 (35) 

provides a match which gives an identity, to zeroth order, in f 
and T. We also observe that To = 0(r) and thus matches To •= 0 
to zeroth order. These zeroth order solutions are indicated in Fig. 
1. 

Turning to the next corrections we note that there are no 
terms of order t in the (outer) expansion (7), and also that S2 and 
T2 are finite for small T (except for the delta functions); this may 
be shown by taking a limit as r - 0+ in (15) and (16). Thus, H0 + 
tS-i must be matched by (>o and To + i7 i must be matched by To-
Consider the latter comparison first. 

Tn + e ? , = 2 

s A ^ t ' l - £ er fc ( = 4 = , ) + 2 v ^ 7 7 7 e^ / 4 V ] (36) 

We are interested in matching this to the solution To, given by 
(31) for small positive values of T, matching for large negative 
values of f, for which erfc ( f /2 \ TvTTS is asymptotically equal to 2. 
Thus 

T(l + eT , - £A0&2e"V( - 2f) + o[ exp ( - r 7 4 a , / ) ] = 

= 2Aab2e'"itr + 0[ . . . ] = V V r + 0[ . . . ] (37) 

and the proper matching with To (cf, equation (31) is in fact seen 
to be sat isfied to first order in r. 

Next, turning to matching with flo (cf. equation (30)) we have 

fi0 + e l , =\e-"^\ (1 + eA,/2 + rb^bJ) erlci^-j) + 

0l exp ( - £ 2 / 4 f f , f ) ] } (38) 

which behaves like 

7, + (_e% = e -" i ({ 1 + e < V 2 + Thht + 0 [ exp( - £ 2 / 4a , / ) ]} 

° (39) 
for large negative i". Then by taking A\ - 0, the match with (30) 
exists except for an unmatched term b\r exp(-ftif) appearing infl0-
The presence of such an unmatched term is a rather common fea­
ture in singular perturbation matching. This term actually 
matches with a term in f)2 but we will not bother to show this 
here. 

We could continue by matching 0o + (f>\ + t2tii. with #0 + «2f'2 
and matching To + 1T1 + e2T2 with T0 + c2T2 but this would be 
merely an exercise in manipulation which would not yield new in­
sights and would require considerable effort. However, it is true 
that proceeding in this fashion would indeed yield better formulas 
for calculating the temperature profiles in the vicinity of the 
moving wave front, but in light of the approximations which go 
into our physical model, the value of such calculations is suspect. 

6 Di scuss ion and Comparis ion With Other Solut ions 
Our outer and inner solutions, properly matched, provide the 

complete solution to the problem initiallly proposed. Accordingly, 
this development represents a useful example of perturbation 
methods applied to an interesting physical problem. Moreover, it 

presents a unified picture of what had been revealed piece-meal 
in some previously known solutions and it provides higher order 
corrections capable of affording greater accuracy. 

The lowest order terms of the outer expansion (equations (10) 
and (11)) are well known; e.g., cf., Arpaci [12]. The next terms in 
the outer expansion, given in the Appendix hereto, are new, and 
although they are too complicated to make any striking inferen­
ces, they are readily calculable and can provide additional accu­
racy if desired. 

The lowest order terms of the inner expansion (equations (23) 
and (24)) represent simply the effect of diffusion in the fluid, a 
well known result. The next higher order terms of the inner ex­
pansion (equations (26) and (29)) appear to be new. (Recall, from 
the preceding section that matching of solutions gives Ao = %, Ai 
= 0.) 

Prior to discussing results and comparing with other solutions, 
it will be useful to discuss briefly some expected features of the 
physical phenomena and of how these features are revealed in the 
various solutions. From physical considerations we expect that 
the thermal capacity of the originally cold pipe wall causes the 
hot water faucet to continue to run cold for a while even after the 
originally cold contents of the pipe have run out. From a simple 
viewpoint, one may say that the "temperature front" advances at 
some velocity less than the velocity V of the fluid itself. Further­
more, because of thermal capacity and longitudinal diffusion in 
the fluid and in the pipe, the originally abrupt temperature front 
"softens" as it moves downstream. 

Munk [6], studying a one dimensional initial value problem 
with the assumption that f)(x, t) -= T(x, t) and with no axial dif­
fusion, found that temperature front travels with a retarded ve­
locity V* 

V* = V/(l + bt/b2) (40) 

This result is widely believed to be realistic despite the approxi­
mations made. Including axial diffusion one obtains a softening of 
the front, but the same retarded velocity 

0{x, I) =T(.r, /) = l/, [ e r f c f | ~ ~ ^ - ) + 

e x p G g ) er fc ( f - i ^ ) ] (41) 

(cf., Hiep [10] and Zargary [9]). Here a* is an "effective" diffusiv-
ity. 

a* = (1 + k,,A2/klAi)al/(l + 6,/62) (42) 

We have abandoned the assumption (i(x, t) = T(x, t), and 
have found a front traveling at the fluid velocity V. We now show-
that Munk's retarded front is contained in our solution, and in 
fact it is contained in the first order outer terms B0 and To. 

tf„(7, r,) ~ 1 - e - V e - 6 2 V 2 ^ yV/2b2JW T 3 / 1 

= 1 - exp { - (V&^ - v r V ) 2 } / 2 1 / A V / M (43) 

and s i m i l a r l y 

T()(~, n)~ 1 - exp { - ( / V T - vX?) 2 } /2 i V 6,7,6,, 7 (44) 

(retaing only zero and first order terms). Observe that both these 
expressions show relative minima at 

r « 6,77/6,, (45) 

Recalling that r = t — y, r; = x/Vwe see that this occurs at 

x = [ r / ( l + bt/b2)\l = V*t (46) 

Thus, this solution does indicate a temperature front moving with 
Munk's retarded velocity V*. (The fact that the temperature ap-

(a) Fluid Temperature (b) Pipe Wall Temperature 
Fig. 1 Relation of zero-order solutions at the wave Iront 
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pears to rise again on the far side is due to our having taken only 
two terms.) 

Softening of the temperature front results from a combination 
of diffusion (in each medium) and of thermal capacity. We can 
describe softening in terms of a characteristic length x,. (or a 
characteristic time t,- = x,./V, say) in which there is attenuation 
of temperature by the factor e~ 1. Since the function erfc is essen­
tially like a negative exponential (for small argument), the esti­
mate we get from equation (41) is 

xc = 2/a* I 

or, expressed otherwise, 

V*t - .v = 1. 

Correspondingly, in equations (43) or (44) we set 

1 = vTyr - v /), ii 

and by manipulation we can bring this to the form 

V*l - x 

{-, 
V 

= 1 

(47) 

(48) 

(49) 

(50) 

) (vTyr + sTtf) 
' ''i + h 

so that we identify the denominator on the left with the desired 
characteristic length, i.e.. 

xc = jmr ! , ^ ~ ^ + V "M (51) 
To afford a comparison, we note that at the forward end of the 
temperature front, we have x = V*t so that (51) may be written 

6, + 6, 

= 2 V/TTb^/lb^Tb^ (52) 

Both (47) and (52) indicate that the softening characteristic 
length increases as f1 2 (thus, it also increases as .r1 2 ) . However, 
from (47) and (42) we see no evidence of the influence of V where­
as equation (52) indicates a linear dependence of V. This may be 
explained as follows. Equation (47) stems from (41) which is es­
sentially a pure diffusion equation; the assumption B(x, t) = T(x, 
t) loses the effect of media at different temperatures moving rela­
tively to one another. Thus, although the effect of thermal capac­
ity is involved, it enters only in an idealized fashion. The linear 
dependence upon V, seen in equation (52). appears more reason­
able from a physical viewpoint. Larger values of V imply more 
smearing out of the temperature front as warm fluid moves past 
cold pipe. Of course this linear dependence ceases to be valid as V 

» 0 since diffusion still acts to soften the front. Our perturbation 
approach, in which we employ a series in terms of powers of t = 
1/V or of t2, makes it clear that unless V is "large" many terms 
of the series will be necessary. This is not evident in the previous 
developments which earlier led to the results given in equations 
(10) and (11). 

Of course, actual softening is more complicated than what we 
have discussed so far. For example, equations (26) and (29) show 
a characteristic length for softening corresponding to 

xc ^2-fUJ 

and this term, not vanishing with V, which shows the effect of 
longitudinal diffusion in the fluid, should be added to (or other­
wise combined with) equation (52) so as to indicate a combined 
effect of thermal capacity and axial diffusion. However, because 
of the complicated nature of higher order terms, it does not seem 
profitable to attempt any further analytic exploration of softening 
or retardation. 

Thus, our solution shows two fronts propagating down the pipe. 
The first propagates with the fluid velocity V. The inner solution 
(24) shows that its amplitude decays exponentially in time with a 
decay time of 6i~ J , so that after a short time this part is negligi­
ble. The second part is Munk's delayed solution, propagating 

with velocity V*. Our analysis shows (equations (43) and (44)) 
that to first order this front decays only algebraically in time, so 
that for most systems, this is what one sees as he turns on the hot 
water faucet. 

For completeness, we report an improvement, implicit in Hiep 
[10] and explicit in Zargary [9], over the results given in equations 
(10) and (11). This result, which incorporates axial conduction in 
the fluid, may be expressed as 

9(x, t) = 1 - - exp (Vx/2at){j *G(i), t, x) dn + 
77 ' u 

J G(r],l,x)dv} (53) 

T(x, t) = 6 , / ft-Vff(.v, / - rj)dr\ 

where 

G(v,t,x) -~er 
r Hi) - jl) (A - 7/) , 

A, u =£ (i + / r i v « , ^ 

and 

(54) 

(55) 

(56) 

(57) u> = /;, + ft, a , + l""/4« 1 . 

It may be shown that 

A > 6, > /i > 0. (58) 
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A P P E N D I X A 

Derivation of 02(TJ, t) and T2(v> t); Outer Expansion 
Let 

iit{rr,s)= fV s te,fa,nrft: 
' o 

v,(r), S) = f e-stTi(v, Odl: i = 0, 2 (A- l ) 
* o 

(i.e., Laplace transforms with respect to t). Operating on equa-
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and v 2 (third column) for use in equation (A-9). , . - . > • • • i\ ic\ 
the inverse of which is ( A - 1 o) 

u-i v2 „ , ,. d 

Table A-l Coefficients m„ for u2 (second column) /3O7, s) = sf2(v, s) s [sf.,(i], s) - F.,(i], 0*)] + F,(?7, 0*) 

which is 

FfyJ) = -^F2(n,t) + F2(?/,0*)fiW 

nil 2aib[7j a\rib2 5 ^ 
m , bivlaib, + a2b2) 2aib1b2V + a2b2 = (?- i ,2 ({w„6'«) - fi2w„6(0 + £ » « „ ( - J T - i>2) 
m 3 2«2fei262j) 6i62(aii7&i + 2 a 2 + a2b2r/) ' n=0 
m 4 azbi'b-ir) a2bi°b2(l + 62))) / 
m6 0 a26,V>7 [ ( - ) < n - 1 , / 2 / n . 1 (2VaO]} + m6S(t) (A-16) 

tions (8), performing evident operations, and inverting leads to 
the solutions given in equations (11) and (12). In the process we 
obtain Ko and uo prior to inversion, and can form the derivatives >"G = amtl + »'t = ->';W,0 ) — r ( ( n , 0 ) (A-17) 

c»2«0 1 1 _,(, a"''p ^2 h^i-ip (A ?1 To simplify (A-16) we note first that 
M " - T r < ' ; B772 - s ( s + &„) ' V ' 

^ { ' " o o ' W - M ' o 5 ^ ) = m05'(i) (A-18) 
whe re a n ( j w e e m p ] o v t n e formula 

/> = s+f t l-ML_ = s ( l + J l - r . ) (A-3) ( i - M C / ^ " ^ ^ ^ 
( i ; ) ( n-2>/2 { l {!iT l)(i!y/^(„-l)^62(^'2] 

s + 60 ' s + b? dt _ 1 
}ln-2)/2{[f" i \ ^ ^ 1 7 

Taking Laplace t ransforms of equat ions (9), we find a 

in_t(2^t) + i„j2*nrt)\ (A-19) 

^ - + (s + 6 t)"2 = V ' 2 + a » 8-n2 ' , We also use the identity 

"' (s + b,)v, = b,iu + a, 4 ^ " ( A ' 4 ) ' / „ t l (x )= /„ . 1 (A- ) - (2»A ' ) / „ (x ) (A-20) 

o . ,.. . • „, , .. , . „, j 1 • /• • , c so as to reduce all such terms to forms containing only /o and h. 
Subs t i tu t ing the evaluat ions (A-2) and solving for v2 in te rms of * 

. T h u s we arrive at the result 
M , a,b2 , , N Fz(n, t) = m66(t) + w, ,5 ' ( ( ) + fi0(/)/(l(2vrr77) + fl1(f)/1(2/rtJ) 

'-'2 = 7~^~7r~ + of, I >, vri> e'"" (A-5) 
S -r ft, ,S(.S + ft2)2 ^ ^ ( A _ 2 1 ) 

Substituting this in the first of (A-4), we obtain the first order m w l l l c " 
linear equation ^ R ( ) ( f ) = e-MCo(l), R^t) = e'hJC^t) for inver t ing u, 

^ - + [M, = Ae-"" (A-6) (A-226) 

3?) 

w h e r e R0(t) = e - 6 2 f C,W,/? i ( / ) = e-*='C3(0 for inver t ing r, 

, 1 , , a ?6.fi , , , ,A „, (A-22a) 
A = (-)[a. + f ' 2 . - — / / (A-7) and the functions C,f(j are 

\s ' s ( s + 62)2 

The solution is C0(/) = [(616,?)2a1)r l + ft^ja,^ - 2/;,) + a,ffl2ft162 + (a ,6[) 
"2 = ( A " + B)e"P (A-8) (6 l - 262 + 2,7-1)^ (A-23«) 

where B is an arbitrary function of s which must be taken as zero „ /.•, _ (a/A3/2[ _a u -ti, -l + a n(2b - b )(t/a) 
in order to satisfy the second of equat ions (10). Subs t i tu t ing into 
(A-5), we get the solution for v2 + (2o ,

2fi,26,T) - a,,bx
l - a 2 6 ,6 , 2 ? ) - rt^),2/),?) 

In order to invert these Laplace transforms, it is convenient , , • , • > , q •> t 1 , 1 1 
first to exhibit them in the following compact form ~ ^ M ' 1 + 2a2ft,ft2)(//a)- - (a261

362-7j)(//rt)J] (A-236) 

"2, '2 = « > - E W „ ( S + 6 2 ) - ( A . 9 ) C 2 (0 = [(«,&, + 2 & 1 6 2 a i , - ^ ^ r , ) + 

»o 2 ' (2&1fczr7 + 5 i^ - ft,2;? + 2 6 , + 87,-1 -

for which the coefficients m„, as given in Tab le A- l , are indepen- ft,6,?ja1a2-
1)(Q!2r;1/)2)(f/rt) - (a261

: !&2
37))(f/«)2] ( A - 2 3 c ) 

dent of s 
For the inversion we employ the formula / v , , , ,,,.. . , , „ , , . , , , 

, Cjit) = (rt//) , /2ia,6,7? + (cY2)(&t/y?, - ihir
x - ^hb2ir' -

r V V / , ] = ( - ) W ) \ 1 ( 2 V f l f ) (A-10) ' " w , N W , 
« 2ft,?r

1 - 87?"
2 +2bl

2b?)(t/a)Ui + 
for integer re > 1. For n = 0, the formula is made valid by adding 
the Dirac delta function, Ut), to the right side. (This inversion ( a i ' ' i M ) ( f t i _ 2 6 2 + ''" ) ^ / a ) + 

formula does not seem to appear in the literature but is not diffi- ia , 2, 2 \/, _ 91 _ ^n'^Mt/a)21 (A-23d) 
cult to establish.) . 2 1 2 / 1 2 

Thus, the inverse of the function Finally, by taking 

f^s^S'-hmj- (A-ll) f ( A q U h f ^ " ^ l ( A"2 4 ) 

n=,o we see from (A-9) t h a t 
1 S

 5 «2,''2 = e-<s*6i ,y3(»7,s) (A-25) 

F,(?7, /) = w06(/) + 2 »'„(//rt) ( n"1 , / 2 /„.1(2v ra/) (A-12) whence, from (A-21) we have 
and evidently the inverse of "" 0 if T = / — 77 ~- 0 

MV, s) = / , ( „ , s + 62) ( A . 1 3 ) e^-Fjij, T)iir = l-r, > 0 (A-26) 
i s = 

These results appear as equat ions (15) and (16) in the body of the 
F2(rj, t) = e-"2 F , (77, () (A-14) paper. Equations (A-18) indicate that a factor e(-b2t) may be 

Next, we define used to multiply Ht) and 5'Ct) as has been done in (15) and (16). 
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Determination of Turbulent 
Exchange Coefficients in a Rod 
Bundle1 

A tracer gas is injected into a single subchannel of a large air flow model of a reactor rod 
bundle. Axial variations in the tracer flux are determined by sampling at two down­
stream positions in both the injection subchannel and those adjacent to it. This informa­
tion, with measured subchannel area changes, is used to calculate crossflows and the 
turbulent eddy diffusion coefficient. The latter number agrees with the results of other 
investigators in regular pipe flows. Also determined are distributional factors which 
would be required for modeling the transport equations, for this particular scalar distri­
bution, with a typical lumped parameter computer code. 

1 Introduct ion 

A power reaction core is composed of a parallel array of cylin­
drical fuel rods through which the coolant flows axially. A typical 
cross section of such an arrangement is shown in Fig. 1. Molecular 
and turbulent transport of mass, momentum, and energy take 
place laterally through the clearance gaps, as well as in the axial 
direction, to result in transverse distributions of these quantities 
—distributions which are of considerable importance with respect 
to reactor design. 

Due to the large numbers of fuel rods in power reactors the de­
sign computer codes treat the large interstices between the rods 
as differential elements or subchannels interconnected with adja­
cent subchannels through the clearance gaps. This reduction of 
the distributed transport system to a lumped parameter network 
introduces uncertainties which have only recently come under 
critical examination [I].2 This, as well as a determination of the 
scalar turbulent diffusion coefficient, represents the purpose of 
this work. 

2 The Computer Formulat ion of The Transport 
Equations 

To represent the computer formulation of the transport equa­
tions pertinent to the calculation of reactor core energy distribu-

1 This information was developed in work performed under AEC Con­
tract AT(ll-l)-3045. 

2 Numbers in brackets designate Reference at end of paper. 
Contributed by the Heat Transfer Division and presented at the ASME-

AIChE Heat Transfer Conference, Atlanta, Ga., August 5-8, 1973. Revised 
manuscript received bv the Heat Transfer Division November 21, 1973. 
Paper No. 73-HT-51. 

tions we will consider the well-known and often used COBRA 
code of Rowe [2, 3] who writes the enthalpy and mass balances for 
the ith subchannel, respectively, as: 

_ dh, 

' ax 

and 

w h e r e 

+ h 
dmi 
dx = °i 

dm 

Hi" 

* • = < * , ; 

+ LjlVu'(hj 

H 

- / ; , . ) ,h* (1) 

(2) 

(3) 

The subscript j refers to any of the N subchannels adjacent to the 
ith and the remaining symbols are defined in the Nomenclature. 
For our purposes, we may neglect molecular transport, internal 
heat generation and also, since equation (1) involves transport of 
a scalar quantity, the same equation may be written for tracer 
gas transport, which is more pertinent to the present investiga­
tion. Thus, we have: 

0 ; /f,, > 0 

dx = Ew./iq - c , ) - £{ 
u(Cj - C(); wu 01 (4) 

In this expression w',j represents the turbulent exchange coeffi­
cient, usually taken as the turbulent mass flux exchanged be­
tween subchannel i and subchannel j per unit axial distance. The 
crossflow, wu, is simply the direct mass flow between the ith and 
7th subchannels, also per unit axial distance. Equation (4) is 
exact when the various subchannels have uniform tracer gas con­
centrations which then are discontinuous (step functions) at the 
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Typical Subchannel 

Fig. 1 Rod bundle cross section with triangular geometry 

clearance gaps. It is in this context that w\j and w,, may best be 
given physical meaning. For example, if there is an exchange of 
turbulent eddies between two adjacent subchannels such that w't] 

= W'JI and this exchange takes place across a step change in con­
centration from Ci to Cj, then there will be a net scalar flux into 
the tth subchannel of w\, (C, - CJ. The same reasoning holds 
for the cross-flow transport except when w,j > 0, i.e., the cross-
flow is from i toj. In this case, it simply cancels the second term 
on the left side of equation (1). 

Rowe assumes 

(l/2)j3cij(mi/Ai + rrij/Aj) (5) 

and empirically determines 6 to yield the best fit of the computer 
solution to experimental data. It may be noted that ft represents 
the ratio of transverse turbulent eddy flow per unit area to the 
axial mass flow per unit area. 

The foregoing procedure represents a method for calculating 
various distributions within experimentally tested reactor config­
urations but problems arise during preliminary design of untested 
rod assemblies since 8 must then be estimated based upon previ­
ous experience and judgment. Continuing efforts to develop more 
general formulations of w'tJ are reviewed by Rogers and Todreas 
[4] and Rogers and Rosehart [5]. Basically these efforts involve 
empirical relationships between the turbulent exchange coeffi­
cient, the cross-sectional geometry, and the turbulent scalar dif­
fusion coefficient such as that proposed by Mover [6], i.e., 

dC . 
Wi/iCj - C{) = p c u e m 9 ( — ) ; j » pc^e^ (c^cA 

dz 
(6) 

s o that 

«>,./ = p(c(j/z{j)emS (7) 

where cij/ztJ is sometimes known as the geometric factor. The 
turbulent eddy diffusion coefficient. ?m«, is usually taken from 
temperature or tracer fluid studies in pipe flows and various for­
mulas have been proposed for suitable values of zt], i.e., that dis­
tance which most closely satisfies the approximation. 

dCjdz ~ (Cj - C ( ) / z u (8) 

3 D e v e l o p m e n t of A n ' ' In tegrated ' ' Transport 
Equat ion and Comparison With The Computer 
Formulat ion 

In a more exact analytical formulation of the transport associ­
ated with a (macroscopic) subchannel control volume we must 
consider the distributions of transport quantities over the various 
control volume surfaces. For example, in Fig. 2 the surface areas 
Ag correspond to clearance gaps and the molecular and turbulent 
transport per unit gap area may be written 

-p(am + eme)e(bC/i)n)e 

where (dC/i)n)g represents the local concentration gradient nor­
mal to the gap area. Since both (m« and (liC/iln) are functions of 
position on Ag we must integrate over this surface and, summing 
over the N adjacent subchannels, we find the total flux to be 

j=i ' A, ' 
e>ei( 

3 C , 

dn 
dA, 

If we now take dAgj = dSgjdx, where dSgJ is a differential distance 
measured from the clearance gap center line toward the rods 
(spaced a distance c,j apart), we have transport given by 

• dx E / 
i*t c 

JLL 

2 
p(am + e, ) (—) dS, 

Considering the various fluxes through the other control surfaces 
as well as direct flow through the clearance gaps we find; 

JL 
dx 

N _J j 

{/ fpuCdAc} = - E / 2 

A, ' j-.l ' c,. 
(pvO.jdS.j + 

aC\ 
E / Qrk'dPrk + E / P(«m + *MJ-r> dSt] (9) 
t = i p rk i-A c. 

Likewise, conservation of mass is written; 

-f{j JpudAc}=- E / 2 (Pr)eJdSej (10) 
A

c J - ' _c_u_ 

2 

Our apparatus can only measure values of (C)g, and hence. 

. N o m e n c l a t u r e . 

cross-sectional 

CiJ = 

A = subchannel 
area 

C = tracer gas concentration 
(dC/dn)g = tracer gas concentration gra­

dient normal to and at the 
clearance gap 

clearance gap spacing be­
tween i and j subchannels 

hydraulic diameter 
crossflow distribution factor, 

equation (18) 
enthalpy 

= axial mass flow rate through 
tth subchannel 

circumferential distance along 
heated fuel rod surface 

D 

h 

mi 

Pr 

wetted by subchannel con­
trol volume 

Qrj' = tracer gas injection flux per 
unit area model fuel rod 

qt' = total heat flux, per unit length 
into the tth subchannel 

S = distance from the clearance 
gap center line toward the 
model fuel rod surfaces 

(Td)u = turbulent exchange distribu­
tion factor, equation (17) 

u = axial velocity 
v = transverse velocity 

Vio = average crossflow velocity 
from subchannel (0) to sub­
channel (i) 

wij = crossflow mass flux through 
clearance gap 

uitj' = turbulent exchange coefficient 
x = axial distance 
z = transverse distance in equa­

tion (6) 
ztj = empirical distance in equa­

tion (7) 
am = molecular constant in equa­

tion (5) 
« = scalar turbulent eddy dif-

fusivity 
Um<i)g = average turbulent eddy dif-

fusivity of mass parallel to 
the fuel rod surface at. and 
normal to, the clearance gap 

p = density 
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(HC/()n)g, but not values of tmi> or v as functions of position in the 
clearance gap. Thus we may either assume spatial variations for 
the latter unknowns which would, say, let them become zero at 
the rod surface or we could treat the first and third integrals on 
the right of equation (9) as approximated by the product of mean 
values,i.e., 

j 2 (am + em$)eJ(~) dSiS ~ cu(am + e m 9 ) f j b r r ) (11) 
c(j °" si " si 

2 

and 
c . • 

/ 2 {vC)tjdStl« cuMt]W)ti (12) 
.__•_' 

2 

With respect to application to lumped parameter studies equa­
tions (11) and (12) appear acceptable. If we assume no tracer gen­
eration within the control volume and neglect molecular transport 
we have: 

,v w 

~(uCAc), = T/cu(eme)ej(-r—) - £ c u ( ? . ' ) r j ( C ) ^ (13) 
ax ;=1 on gj J=1 

and 

d " _ 
-^-(uAc)t = -Ticu(v)g} • (14) 
ax j--( 

The foregoing equations are similar to the computer formulation 
presented in Section 2 but differ in that values of the concentra­
tion and gradients at the control volume boundaries are used as 
opposed to mean differences. Thus, if we compare the turbulent 
transport terms we have 

wu'(Cj - C,) = pc,j(€ml))gj(dC/dn)ej (15) 
or 

wu' = p(0_,{c.v(ac7a^),y/(c. -C,)} (16) 

which is effectively identical with Mover's equation (6). Besides 
determining whether or not ime as determined from pipe flows is 
applicable to rod bundle work we would like to determine the 
range of the variable, 

( r _ ) | ; = CU^U = C u{(9C7g^) . / (C, . - C , ) } (17) 

for an experimental subchannel concentration distribution. If we 
make similar comparisons between the cross-flow terms of equa­
tions (1) and (13) we note that a more consistent form for C* 
(corresponding to /?*) might be given by C* = (C, + C/J/2. We 
could then write 

wa = pcuM^&IxDs/iC; + C,)} = P C u ^ W F , , ) ^ . (18) 

If we call (Td)ij and (Fa)ij the turbulent exchange and cross-
flow distribution factors, respectively, we may note that for the 
former to remain constant the concentration gradient at the gap 
must always be proportional to the difference in mean subchannel 
concentrations and in the latter case, the gap concentration must 
be proportional to the average concentration in the two subchan-

Fig. 2 Control volume for "integrated" transport equation formulation 
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Fig. 3 Cross section of test section 

2,8 3,8 4 ,8 5.8 

Fig. 4 Subchannel subdivisions for velocity and concentration readings 

nels. Analytical studies of whether such conditions are met have 
been undertaken [1] but we know of no experimental work which 
has investigated these factors under flow conditions. The major 
point to be made here however is that the geometric factor cij/z/j, 
for example, depends upon the distributions of the transferable 
quantities within the two interacting subchannels and hence, 
may vary from one experiment to another. 

4 The Exper imenta l Procedure 
The experiment was performed on a large scale air-flow model 

of a liquid metal cooled fast breeder reactor rod bundle. A cross 
section of the facility is shown in Fig. 3. The 225 in. long test sec­
tion contained 39 2.5 in. dia rods on triangular pitch at nominally 
3.14 in. centers. The rods were held in place at the downstream 
end by two hexagonal grids and at the entrance section were 
spaced by 1.125 in. dia aluminum cylinders, having 0.035 in. wall 
thickness, placed in the subchannels. Air was drawn through the 
test section at velocities of up to 100 ft/sec to yield overall duct 
Reynolds numbers on the order of 70,000. The numbered rods in 
Fig. 3 could be slid in and out of the test section from the up­
stream end and each was equipped with a 0.0625 in. dia pitot-
static probe which could be moved radially from the rod surface 
as well as rotated by turning the rod. Velocity readings were 
made over a subchannel mesh as shown in Fig. 4, to yield velocity 
distributions such as are indicated in Fig. 5. It was also deter­
mined that the mean velocity in any subchannel was a function 
(to within the experimental error) of only the local subchannel 
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Fig. 5 Test subchannel velocities (in ft/sec) 

hydraulic diameter, i.e., 

«,/« = o v V - 6 2 M (is) 
where it and Dh are the overall test section mean velocity and hy­
draulic diameter (£)/, = 1.854 in.). These results are reported else­
where [7]. 

The tracer gas used in the experiment was ethane (C2H6) with 
a molecular weight of 30.07 which is felt to be close enough to 
that of air so that buoyancy should be negligible. It was injected 
into the subchannel numbered (0) in Fig. 3 through an eight in. 
long, 0.0625 in. dia tube positioned axially 0.56 in. from the rod 
directly above number 3 rod in the same figure. The ethane sam­
ples were collected through the pitot-static probe dynamic head 
orifices at the same mesh positions as the velocity readings were 
taken, i.e., those indicated in Fig. 4, The concentrations were 
read from a MSA Type 300 LIRA infrared analyzer calibrated 
from zero to 2000 ppm ethane (on a volume basis). Due to the low 
pressure in the analyzer sample chamber somewhat higher con­
centrations in the test section could be accommodated through 
pressure corrections. 

Tracer gas concentrations were to be read at an axial location 
where changes in velocity due to entrance effects would be mini­
mal. This position was 60 hydraulic diameters into the duct (27 
in. upstream from the support grid) where, over six in., no mea­
surable velocity changes took place. Using a pitot-static probe as 
a sampler centered in subchannel (0) at this axial location, the 
axial location of the injector, its position within the subchannel 
(0) and the tracer gas flow rate were varied until a high concen­
tration was obtained at the subchannel (0) center line with negli­
gible concentrations at the "outside" clearance gaps of subchan­
nels (1), (2), and (3). High concentrations and gradients were de­
sirable at the clearance gaps between the (0) subchannel and 
those immediately adjacent to obtain more accurate concentra­
tion gradient measurements. The negligible concentrations at the 
outside clearance gaps meant that transport through these gaps 
could be neglected with considerable simplification of data reduc­
tion. 

The final injector position was 68.3 in. upstream of the sam­
pling probe with the injector position rotated approximately 15 
deg clockwise from the subchannel (0) center line to the position 

Fig. 6 Upstream ethane concentrations (in ppm) 

shown in Fig. 6. A set of concentration readings were made with 
the results shown in Fig. 6 and it may be noted that the maxi­
mum concentration position has moved downward considerably 
from the injection point. In the following section, it is shown that 
this may be accounted for by crossflows. The concentration flux 
(uC values) plot is shown in Fig. 7. The average values of C, u, 
and (uC) at this axial station are given in Table 1 of Appendix A. 
These mean values were determined by averaging the readings 
within and on the boundaries of the areas shown in Fig. 4, sum­
ming over these incremental areas, and dividing by the sum of 
the increments. 

To obtain the axial variation in the above mean values the 
sampling probes had to be moved downstream to a position where 
such a variation was detectable but where the values of both the 

Fig. 7 Concentration flux distribution at upstream position, (ft/sec) ppm 
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Table 1 Experimental results at upstream position (27 in. upstream of grid) 

Subchannel 
number 

(0) 
(1) 
(2) 
(3) 
(4) 

Average 
concentrat ion 

(ppm) 

1409,9 
251.0 

7 6 . 8 
23 .9 

1.2 

Average 
velocity 
(ft/sec) 

78 .39 
84 .44 
80 .11 
82 .33 
83 .76 

Area 
(in.2) 

1 .6524 
1.7861 
1.6783 
1.8043 
1.8244 

Average 
concentrat ion flux 
iuC) , (ft,'sec) ppm 

112474.9 
19783.9 

5800.2 
1899.4 

89 .7 

To ta l flux 
(uC) A, • 

(ft ' /sec) ppm 

1290.65 
245.39 

67 .96 
23.80 

1.14 

Table 2 Experimental results at downstream position (21 in. upstream of grid) 

Subchannel 
number 

(0) 
(1) 
(2) 
(3) 
(4) 

Average 
concentrat ion 

(ppm) 

1347.3 
344 .3 

70 .7 
17 .5 

2 . 1 

Average '" ' 
velocity 
(ft sec) 

79 .33 
84 .40 
81 .08 
82 .08 
83 .22 

Area'6 ' 
(in.2) 

1.6818 
1.7849 
1.7085 
1.7964 
1.8074 

Average 
concentrat ion ttux|,:< 
(uC) , (ft; sec) ppm 

107574.2 
27405.3 

5356.3 
1387.5 

165.7 

T< 

(ft 

:>tal flux"" 
(uC) A, 

z'.'sec) ppm 
1256.38 
339.70 

63 .55 
17 .51 

2 .08 

ini Velocity corrected from upstream reading with equation (21). 
(''' Determined from second order curve fit described in Section 5. 
''"' Flux determined by using upstream velocity over mesh in Fig. 5 and modified by factor to account for small velocity change. 
"'' Note that the total flux downstream is 3 percent higher than that upstream. 

concentration and the concentration gradients at the clearance 
gaps did not change sufficiently to prevent using mean values 
(the average of the upstream and downstream values) in equation 
(13). The distance to the downstream measuring plane, Ax, was 
taken as six in. where the readings were repeated to yield the re­
sults summarized in Table 2. The six in. distance was the small­
est distance over which detectable flux changes could be mea­
sured and thus was felt to justify treatment of the data in the de­
rivative form on the left side of equation (13). 

5 D a t a Reduct ion 
We may rewrite equation (13) for the subchannels (1), (2), and 

(3) to obtain: 

— (nCA^i = -c j 0(em ( , ) f« ( )( |^-) ci(l(v)i0(C)t, (20) 

where i = 1, 2 and 3 corresponding to the appropriate subchan­
nels. The signs of the terms on the right have been changed so 
that the directions coincide with those appropriate for the (0) 
subchannel and the subscript it) indicates evaluation of the quan­
tity at the clearance gap between the dh and zeroth subchannel. 

If we assume that (r^ii)s is the same for all clearance gaps ex­
pression (20) represents three equations in four unknowns, U,„i,)fi, 
(D)i(s, (T','20, and (v'lzo. since rewriting it for the zeroth subchannel 
yields a linearly dependent equation. Since expression (20) repre­
sents the only independent equations associated with tracer gas 
transport the necessary fourth equation must be a relationship 
between the cross-flow terms arising from the conservation of 
mass, i.e., equation (14). 

The clearance gap spaeings were measured at the upstream ex­
perimental position and 24 in. on either side of this point during 
the assembly of the test section. Subchannel areas were calculat­
ed at these positions, and second order polynomials fitted to these 
data to obtain estimates of A,(x). These are the subchannel areas 
given in Tables 1 and 2. Differentiating equation (19) it may be 
noted that, for the area change in subchannel (0), velocity 
changes on the order of one percent should be anticipated over 
the six in. increment length. This is not within the accuracy 
capabilities of the pitot-static probes so that, as a best estimate 
of the volumetric flow rate change, equation (19) was used in con­
junction with the measured areas to obtain; 

ft2 

4-iitA), = 0.0542 
ax s e c 

(21) 

Corrections for the area and velocity changes were also made 
for concentration flux data in Tables 1 and 2 since the data mesh 
of Fig. 4 did not expand or contract to coincide with the actual 

subchannel area but was simple superimposed on the subchannel 
for averaging purposes. 

To determine concentrations and gradients at the clearance 
gaps, plots were made such as shown in Fig. 8 where Ri, R2, Rz, 
and Ri corresponds, respectively, to the arcs 0.089, 0.234, 0.406, 
and 0.578 inches above the rod surface in Fig. 4. The concentra­
tions and gradients were weighted according to the clearance gap 
area subtended at each radius with the results shown in Table 3. 
No allowance was made for either v or emn going to zero at the rod 
surface. 

6 Exper imenta l Resu l t s 
Substituting the experimental values in Tables 1, 2. and 3 into 

equations (20) written for subchannels (1), (2), and (3) and using 
equation (21) for the total mass-flow variation we may solve for 
the eddy diffusion coefficient and cross-flow velocities. We find: 
\m„ = 0.0215 ft2/sec, o10 = 2.346 ft/sec, C20 = -0.953 ft/sec, and 
O30 = -2.609 ft/sec. Thus, there is a considerable net crossflow 
from subchannel (3) to subchannel (1) which could account for 
the downward motion of the point of maximum concentration in 
subchannel (0). 

If we make the usual dimensionless correlation on <m», we find 
(m„/uD = 0.00193 at a Reynolds number of 67,900 based on the 
flow in subchannel (0). The foregoing result is consistent with the 
work of Quarmby and Anand [8] who find e/uD = 0.00189 or 
Sheriff and O'Kane [9] who give </uD = 0.00244. It is somewhat 
lower than the earlier work of Towl and Sherwood [10], McCart-
er, Stutzman. and Koch [11], and Sherwood and Woertz [12] 
whose formula « = 0.02 uD\ \ would yield t/ul) = 0.00278 under 
our experimental conditions. 

To determine the sensitivity of the calculations to the experi­
mental accuracy, a set of calculations were performed after nor­
malizing the downstream concentrations so that the upstream 
and downstream fluxes were identical (rather than having the 3 
percent variation indicated in Table 2). The results of this calcu­
lations are: t,„„ = 0.0173 ft2/sec, C>10 = 2.174 ft/sec. v2o = -0.967 
ft/sec and P30 = -2.416 ft/sec. The 25 percent decrease in e,„« 
does indeed imply considerable sensitivity. The crossflows are not 
affected to such an extent. 

We also wish to evaluate the turbulent exchange and cross-flow 
distribution factors. (Ta)ij and (¥,t)u of Section 3. We note that 
these are not generally applicable but only pertain to the scalar 
distribution obtained in the present experiment. Also, no axial 
changes enter into the calculations, only the distributions at a 
particular cross section. The values of these factors, as deter­
mined from equations (17) and (18) are given in Table 4 and indi­
cate a considerable range of variation. 
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Concentrations 
! Along R. 4-600 ppm 

Concentrations 
Along R3 + 4O0ppm 

Concentrations 
200 ppm 

Table 3 Experimental results at clearance gaps 

1.2 1.0 .« .6 .1 .2 0 .2 .4 .6 
Distance from Clearance Gap, inches 

Fig. 8 Concentration gradients through upstream clearance gap 
(ppm) 

0-1 

7 Conclus ions 
It has been shown that the mean eddy diffusivity al the clear­

ance gaps in the model rod bundle under test (having a pitch to 
diameter ratio, P/D = 1.25) is close to that associated with ex­
perimental results in the centra! regions of tube flows. Since P/D 
was not varied no conclusions may be drawn for other values, al­
though one would anticipate the same behavior for larger values 
of P/D. 

The turbulent exchange coefficient varies by about ±50 percent 
from its mean value through the large variations in the turbulent 
exchange distribution factor, (T,i)u- The measurements of (T,i),j 
indicate that the proportionality constant between the concentra­
tion gradient at the clearance gap and the difference in mean 
subchannel concentrations is not actually constant but varies 
considerably, at least for the distributions obtained in this work. 
It may be noted that with a symmetric tracer distribution within 
the subchannels one might be lead to assume a universally appli­
cable transport distance, i.e., zl} of equation (8). Such an as­
sumption would not be correct. 

The ratio of cross-flow transport to turbulent transport, i.e., 
VgCsl(((.m,i)o{iiCliin)g), ranges from 1.5 to 5.5 for this experi­
ment. Although some crossflows may be attributed to incomplete 
hydrodynamk: inlet development we feel that their major cause in 
our experiment is the variation in subchannel areas over the test 
section. The mean subchannel velocities then vary according to 
equation (19) to obtain parallel channel equilibrium. Thus, area 
variations of a few percent imply average velocity changes of the 
same order of magnitude. These in turn yield values of crossflow, 
which, although small, are large relative to the turbulent trans­
port terms. 

Finally, while there appears to be a loose proportionality be­
tween (Td)ij and (F(i)ij the latter exhibits a larger variation 
implying considerable caution is necessary if the clearance gap 
concentration is to be approximated as the average of the mean 
subchannel concentrations on either side. 

Although the experimental procedure described in this work is 
not new [13], it is believed the interpretation of the data in terms 
applicable to computer reactor design studies is informative with 

number 

0-1 
0-2 
0-3 

0-1 
0-2 
0-3 

Mean 
0-1 
0-2 
0-3 

Upstream 
Average 

concentration 
at the Gap 

(ppm) 
1200.1 
664.2 
262.5 

Downstream 
1547.0 

569 .3 
218.2 

values over six in. 
1373.5 
616.7 
240.3 

Average 
concentration 

gradient at the 
gap (ppm/ft) 

27763.2 
18988.8 
16347.6 

26368.8 
18072.0 
16848.0 

section 
27066.0 
18530.4 
16597.8 

Clearance gap spacings (ft) 
Co, = 0.04958 
C,r. = 0.04642 
Cm = 0.04842 

Table 4 

Clearance 
gap 

number 
0-1 
0-2 
0-3 

0-1 
0-2 
0-3 

Distribution factors, 

IV,,' 

(lb/ft sec) 
0.00152 
0.000864 
0.000731 

0.00167 
0.00084 
0.00078 

Upstream 

li 
0.0051 
0.0031 
0.0026 

Downstream 
0.0056 
0.0031 
0.0028 

( T ^ a n d (F,),, 

(T,,),v 

1.188 
0.661 
0.571 

1.304 
0.657 
0.613 

(.F,,),, 
1.445 
0.893 
0.366 

1.830 
0.803 
0.320 

respect to understanding both the capabilities and limitations of 
such efforts. 
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Local Nonsimilar Solutions for Natural 
Convection on a Vertical Cylinder 
The local nonsimilarity .solution method has been applied to solve for natural convection 
on a vertical cylinder for conditions where there are large deviations from the flat plate 
results. To assess and insure the accuracy of the results, solutions were obtained for 
three levels of truncation of the governing equations. The solutions were carried out for 
Pr = 0.7.33 and for a range of cases extending from small deviations from the flat plate to 
a faetor-of-four deviation between the local heat fluxes for the cylinder and the flat 
plate. The results provided by the local similarity solutions were found to be highly ac­
curate over this range. Comparisons were made with available results for the local and 
surface-integrated heat transfer, and solution methods were identified which appear 
promising for application beyond the range studied here. A presentation of representa­
tive temperature and velocity profiles showed only small deviations between the local 
similarity solutions and those for the third level of truncation. 

Introduct ion 

Natural convection about a vertical cylinder tends not to yield 
boundary layer similarity solutions owing to the curvature of the 
surface in planes transverse to the streamwise direction. Similari­
ty solutions are possible only in the special case when the surface 
temperature linearly increases (or decreases) with the streamwise 
coordinate x and the surface and ambient temperatures are equal 
at the leading edge x = 0 [1, 2].1 For other boundary conditions, 
the governing partial differential equations which describe mo­
mentum and energy conservation do not reduce to ordinary dif­
ferential equations, thereby calling forth a variety of approximate 
analytical methods for obtaining heat transfer results. 

The first prediction of heat transfer coefficients for vertical cyl­
inders was given by Elenbaas [3], who dealt with the uniform wall 
temperature boundary condition. He employed Langmuir's stag­
nant film model to replace the natural convection problem by a 
heat conduction problem in an annulus of unmoving fluid sur­
rounding the cylinder. The stagnant film model was also em­
ployed in [4], but with an alternate procedure for determining the 
thickness of the equivalent conducting annulus. 

Also, in [4], the boundary layer equations were solved for the 
isothermal-walled cylinder by a series expansion wherein the first 
term corresponds to the flat plate and subsequent terms give cor­
rections due to transverse curvature of the cylinder. More recent­
ly, series solutions were applied in studies dealing with noniso-
therma! vertical cylinders [5, 6]. Owing to their truncated nature 
and uncertain convergence characteristics, the series solutions are 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the 

JOURNAL OF HEAT TRANSFER. Manuscript received by the Heat Trans­
fer Division. August 13. 1973. Paper No. 74-HT-Y. 

expected to be valid only for cylinders which do not deviate sig­
nificantly from the flat plate. 

Other approximate results have been obtained from the appli­
cation of the Karman-Pohlhausen method [7, 8]. In [7], the solu­
tion was obtained by employing a truncated series expansion 
about the vertical plate, whereas in [8], the streamwise coordinate 
was arbitrarily multiplied by a constant to achieve a match with 
the plate solution and, in addition, inertia terms were neglected. 
In treating the case of uniform wall heat flux, Nagendra and co­
workers [9] employed an unorthodox version of the method of 
local similarity, yielding results of uncertain accuracy. 

The present investigation was undertaken to fulfill two comple­
mentary objectives. The first is to obtain highly accurate heat 
transfer results for isothermal vertical cylinders for conditions 
where there are large deviations from the results for the vertical 
plate. The solutions and results are to be obtained by applying 
the local nonsimilarity method that was introduced in [10] for 
nonsimilar velocity boundary layers and extended in [11] to 
nonsimilar thermal boundary layers. The present problem, in 
which there is mutual coupling between the velocity and thermal 
fields, is much more formidable than those of [10 and 11] where 
the velocity and temperature fields could be solved separately. 
Therefore, the second objective of the present investigation was to 
examine the applicability of the local nonsimilarity method to 
problems with mutually coupled velocity and temperature fields. 

As a prelude to the analysis of the cylinder problem, a brief re­
view of certain features of the local nonsimilarity solution method 
will be presented. One of the strengths of the method is that the 
solution at any streamwise location can be found without having 
to perform calculations at upstream locations. The governing 
equations encountered in the application of the method can be 
treated as ordinary differential equations and resemble those for 
similarity boundary layers, thereby facilitating their solution by 
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es tabl i shed t echn iques . All of the nons imi la r i ty t e r m s are re­

ta ined in t h e m o m e n t u m and energy equa t ions ; those app rox ima­

t ions t h a t are m a d e are relegated to higher order equa t ions . Fi­

nally, the me thod provides , wi thin itself, a way of assessing the 

accuracy of the resul t s . 

A n a l y s i s 

Cons idera t ion is given to an i so thermal vert ical cyl inder of ra­

dius r 0 and wall t e m p e r a t u r e Tw s i t ua t ed in an otherwise quies­

cent env i ronmen t having t e m p e r a t u r e T „ . T h e radial and axial 

coordina tes are r and x, with r measu red from the axis of the cyl­

inder and x measu red vert ical ly upward . T h e origin of x is the 

leading edge of the cyl inder , where the bounda ry layer th ickness 

is zero. 

T h e n a t u r a l convect ion boundary layer equa t ions will be writ­

ten using t h e Boussinesq model for the fluid proper t ies , giving rise 

to a buoyancy t e rm while otherwise neglect ing the p roper ty varia­

t ions. These equa t ions are 

> ) + > ) 

Ox 

dll 

dr 

or 

= g^T - T, 

0 

v a 

r dr 

<>T 
r — 

or 

a b , b'I\ 
— — ( ) ' — ) 
r dr ar 

(1) 

(2) 

(3) 

It has been es tab l i shed t h a t these equa t ions admi t a s imi lar i ty 

solution only when the wall t e m p e r a t u r e varies linearly with x [1], 

For all o the r cases and , in par t i cu la r , for uniform wall t e m p e r a ­

ture , o ther types of solut ions have to be sought . As a l ready noted 

in the In t roduc t ion , the local nons imi la r i ty me thod will be em­

ployed here . Owing to the mutual coupl ing between the m o m e n ­

t u m and energy equa t ions , the present problem is a m u c h more 

d e m a n d i n g app l i ca t ion of the me thod t h a n were t h e p rob lems 

t rea ted in [10 and 11], which were all forced convection flows. 

T h e pseudo-s imi lar i ty var iable rj and the s t re tched x coord ina te 

4 are selected as 

•^(r^-r .V'MH-ij i ) 
W 2r„ .v 1 

c 2 ( . v / r „ ) 1 / ' 

(4) 

(5) 

For very th in bounda ry layers, r does not differ apprec iab ly from 

r0 , so t h a t (r2 - r 0
2 ) / 2 r 0 r educes to y (where y = r - r0) a n d 4 re­

duces to the flat p la te s imi lar i ty var iab le . T h e m a g n i t u d e of 4 is 

propor t ional to the rat io of the boundary layer th ickness to the 

cylinder r ad ius . Consequent ly , smal l values of 4 correspond to rel­

at ively thin boundary layers (compared with r0) and to smal l de­

viat ions from the flat p la te , whereas large values of 4 correspond 

to relat ively th ick bounda ry layers and large devia t ions from the 

flat p la te . T h e c o n s t a n t s appea r ing in equa t ion (5) are historical 

[4], and no special significance need be a t t a c h e d to t h e m . 

F u r t h e r m o r e , the re la t ionsh ip be tween t h e s t ream function it-

and the t rans formed s t r e a m function F is t a k e n to be 

4 „ , . . 3 / 4 . M I * 
4t-

7-Ji F(4,r?) (6) 

which is ident ica l to the flat p la te re la t ionship except t ha t F is 

now a function of 4 and r\ r a the r t h a n of ?j alone and the factor r0 

is inc luded to give the proper d imens ions for i . Final ly , a d imen-

sionless t e m p e r a t u r e t) m a y be defined as 

T - T, 
ti(t.n) 

Tu T, 
(7) 

T h e mass conserva t ion equa t ion (1) is satisfied by in t roduc ing 

the s t r e a m function i/- as 

or 
''1± 
3.v 

and s u b s e q u e n t t r ans fo rma t ion of equa t ions (2) and (3) using the 

var iables of (41 to (7) yields 

7 - 1 +• 4?/) r r A 3 F - ^ 
oi) brf oi] 

dF 2 

2 ( — ) + « 
di] 

„r dF dzF 

«?; d4 in) 

Pr 
t-f] 

oe_-
•or) 

3F 
a?? «[ 

dF bS_ 

dr) ci4 

blF b_F_ 

•or\ a 4 

(9) 

(10) 

Fu r the rmore , t h e b o u n d a r y condi t ions u = u = 0, T = Tu, at r = 

ro and u = 0, T = T„, a t >) = °° become, after t r ans format ion . 

^ = 0 , 
dr) 

dF 

977 = e o 

1 a t T) = 0 

a t 77 = 

(11) 

(12) 

In accordance wi th t h e local nons imi la r i ty me thod , several sets 

of equa t ions will be der ived from equa t ions (9) and (10), each set 

involving a different level of app rox ima t ion . T h e first set of equa­

t ions cor responds to local s imi lar i ty and is ob ta ined by delet ing 

the r igh t -hand sides of equa t ions (9) and (10). T h e effect of t h i s 

t runca t ion is to e l imina te all t e rms con ta in ing 4 der iva t ives from 

the t r ans formed m o m e n t u m and energy equa t ions . T h e equa t ions 

t h a t r ema in after the t r u n c a t i o n can, for c o m p u t a t i o n a l purposes , 

be t r ea t ed as ord inary differential equa t ions at any s t reamwise 

location 4, wi th 4 p laying the role of a prescr ibable p a r a m e t e r . If 

o/btj is deno ted by a p r ime , the local s imi la r i ty equa t ions can be 

wr i t ten as 

(1 + Zr))F'" + (4 + 3 F ) F " - 2 ( F ' ) 2 + 6 = 0 (13) 

(1 4- ir,)9" + (4 + 3PrF)u" = 0 (14) 

with bounda ry condi t ions 

F ( 4 , 0 ) = F ' ( 4 , 0 ) = 0, 0 (4 ,0 ) = 1, F ' ( 4 , ° ° ) = 0(4,°°) = 0 

(15) 

E q u a t i o n s (13) and (14) cons t i tu te a coupled pai r of differential 

equa t ions for the F and 0 funct ions . These equa t ions are not un­

like those for convent iona l n a t u r a l convect ion s imi lar i ty boundary 

layers . T h e y can be t r e a t e d as ord inary differential equa t ions a t 

each given va lue of 4, and solut ions can be ob ta ined by using the 

• N o m e n c l a t u r e • 

F = t ransformed s t r eam function, equa­

t ion (6) 

G = auxi l iary funct ion, dF/<<£ 

g = accelera t ion of gravity 

H = auxi l iary function, bG/bl; 

k = t h e r m a l conduc t iv i ty T„, 

Nit* = local Nusse l t n u m b e r , hx/k T,x 

Nu.x- = average Nusse l t n u m b e r , hx/k u, u 

Pr = P r a n d t l n u m b e r x 

Q = sur face- in tegra ted hea t t ransfer y 

r a t e 

q = local hea t t ransfer ra te per ur 

area 

r = radia l coordina te 

r0 = r ad ius of cylinder 

T = t e m p e r a t u r e 

= wall t e m p e r a t u r e of cyl inder 

= a m b i e n t t e m p e r a t u r e 

= velocity c o m p o n e n t s 

= axial coord ina te 

y = reduced radia l coord ina te , r - r0 

a = t h e r m a l diffusivity 

0 = coefficient of t he rma l expans ion 

r) = pseudo-s imi la r i ty var iable , equa­

t ion (4) 

0 = d imens ionless t e m p e r a t u r e , equa­

t ion (7) 

u = k i n e m a t i c viscosity 

4 = s t r e t ched x coordinate , equa t ion 

(5) 

<t> = auxi l iary function, dB/di, 

X = auxi l iary function, d<p/d^ 

\p — s t r e a m funct ion 
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same numerical techniques as for similarity situations. The local 
similarity model will also be referred to later as the first level of 
truncation. 

The set of equations corresponding to the second level of trun­
cation will now be derived. As a first step, let 

G = i)F/di, <b = d$/dt> (16) 

so that the right-hand sides of equation (9) and (10) become 

t{F'C - F"G) and £(F'd> - 6'G) (17) 

Then, after introduction of (17), equations (9) and (10) are differ­
entiated with respect to £, with use being made of the definitions 
of G and 0 from (16). The right-hand sides of the resulting equa­
tions, respectively, contain the terms 

~(F'G' -F"G) and -^-{F't> - 6'G) (18) 

These terms are deleted in accordance with the local nonsimilar-
ity method. 

The equations of the second level of truncation include the 
complete transformed momentum and energy equations, (9) and 
(10), and the truncated equations described in the prior para­
graph. Thus, the set of equations corresponding to the second 
level are 

1 Ui)F 

(1 

3F)F" - 2 ( F ' Y 8 

Z(F'G F"G) (19) 

:/n)0" t- (i; + 3PrF)0' = P r £(F'(b - e'G) (20) 

(1 :V)G' (£ + 3F)G" 

+ F" = 0 

5F 'G" 

+ iF"G + r]F 

(1 + £?))C>" + (<; i- 3 P r F ) o ' - P r F'<!> 

h 4PrG0' + -r)B" 

with boundary conditions 

/•'(£.0) =-. F'(t,0) = G(£,0) = G'(A.O) = (i(*,0) = 0, 

+ 0' — 0 

(21) 

(22) 

(23) 
nii.O) ~ 1; /•""(£,'-) = ( ; ' (£ ,^) = ti(£,.-*>) = <i>U.^) = 0 

It is seen that equations (19) to (22) constitute a coupled set of 
four equations for the functions F, G, $, and 0. Inasmuch as £ ap­
pears only as a parameter, these equations may be treated as a 
set of ordinary differential equations of the boundary layer type 
at any given £. The functions of primary interest are the F and 8 
functions, which correspond, respectively, to the velocity and 
temperature fields. However, owing to the coupling among the 
equations, F and 0 cannot be solved for without also solving for G 
and 4>. 

A set of equations corresponding to a third level of truncation 
was also derived. In this set, the transformed momentum and en­
ergy equations are retained without approximation and, in addi­
tion, all terms are retained in the pair of equations generated by 
taking /(/7i£ of the momentum and energy equations. The trunca­
tion is performed in the equations generated by operating with 
e2/HI;2, the deleted terms being 

-,2 c)2 

;(F'G'-F"G) and -^(F'Q - 9'G) (24) 
< - > £ ' 

In stating the equations of the third level truncation, the already 
defined G and 0 functions are used and, additionally, 

// <)G> di - a'F")i X = D<t>/d£, = d20/i)ii2 (25) 

In light of the foregoing paragraph, the equations of the third 
level truncation may be stated as 

(a) equations (19) and (20); 
(b) equations (21) and (22) with the following terms appended to 

the respective right-hand sides 

l\F'H' - (G1)2 - F"H -G"G\ 

P r £,{F'x +-G'(!J - 0'H - eVG I 

(26) 

(27) 

(1 + £)/)/-/'" - (£ + 3F)H" - 6/-"//' + 5F"H - 6(G')2 

+ (8<; -i 2 k ; " + ir)G'" = o (28) 

(1 + kn)\" + (S + 3 P r F)\' - 2 P r F'x - 2 P r < i C 

-+ (8 PrG + 2 ) 6 ' +- 2r;c6" + 5Pr t f7 / ^ 0 (29) 
The boundary conditions for this set may be written by append­
ing to equation (23) the additional conditions 

//(£,0) = / / ' (£ ,0) = xte.O) = H'(l.°°) = x (£,«>) = 0 (30) 

The six coupled equations outlined in the preceding paragraph 
are to be solved simultaneously for the six unknown functions F, 
G, H, 8, 0, and x- Of these, F and 0 are directly relevant to the 
velocity and temperature problems. As was the case for the equa­
tions of the other levels of truncation, the current set can be 
treated as ordinary differential equations with £ as a given pa­
rameter. 

The logic of the local similarity method becomes apparent from 
a consideration of the operations used in deriving the various sets 
of equations. As one proceeds from the first level truncation to 
the second level truncation to the third level truncation, and so 
on, the place where the truncation is actually made becomes 
more and more remote from the momentum and energy equa­
tions. It is, therefore, expected that the higher the level of the 
truncation, the more accurate are the results. Furthermore, com­
parison of the results from the various levels of truncation enables 
an assessment of the accuracy of the results. 

The numerical solutions of the various sets of equations were 
obtained by forward integration (Runge-Kutta), starting at ?; = 0 
and integrating toward larger i/. As is well known, the initiation of 
the forward integration requires JV numerical values for the func­
tions and their derivatives at r\ = 0, where N is the total order of 
the system of equations. Thus, for example, for the third level 
truncation, a total of fifteen function and derivative values are 
needed at rj = 0, but only nine are available from equations (23) 
and (30). Therefore, it was necessary to determine simultaneously 
the six missing starting values. The missing values were success­
fully determined by the use of a shooting method. The authors 
are not aware of previously published boundary layer problems 
where it was necessary to deal with as many as six simultaneous­
ly unknown starting values. 

For each one of the three levels of truncation, solutions were 
obtained for parametric values of £ equal to 0, 0.1, 0.2, 0.5. 0.75, 
1, 2, 5, 7,5, and 10. The Prandtl number was fixed at 0.733 for all 
of the solutions. 

Resul t s and D i s c u s s i o n 
Attention is first turned to the results for the local heat transfer 

q. By application of Fourier's law at the surface of the cylinder 
and use of the transformed variables of equations (4) and (7), 
there follows 

•f(tiT„. 
'/en k(l\. - T„ r j 

Axv2 ] | - f > ' ( £ , 0 ) | (31) 

where the subscript cyl has been appended to make a clear dis­
tinction with the flat plate results that will be mentioned shortly. 
Numerical values of [—#'(£,0)]c.yi are listed in Table 1, but discus­
sion of the significance of these results will be reserved for the up­
coming graphical presentation. 

It is of first importance to compare the local heat flux for the 
cylinder with that for the flat plate. The latter quantity is given 
bv 

<tfP = HT, r . ) [ ^ - r j . 
4.vv" 

0'(O)1-

so that 

(lfp 

e'ttM 
~9rWi\tp 

(32) 

(33) 

(cl the truncated equations 

By evaluating equation (33), the ratio of local heat transfer rates 
for the cylinder and the flat plate have been plotted in Fig. 1 for 
all three levels of truncation. The abscissa variable £ is a measure 
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Table 1 Values of 6' and F" a t 0 for the first, second, and th i rd levels of t runca t ion ; Pr = 0.733 

t 
s 

0 
0 . 1 
0 . 2 
0 .5 
0 .75 
1 
2 
5 
7 .5 

10 

Firs t 

0 .5079 
0 .5291 
0 .5505 
0.6107 
0.6597 
0.7054 
0.8787 
1.330 
1.664 
1.982 

-0' 
Second 

0.5079 
0.5302 
0 .5525 
0.6154 
0 .6655 
0.7125 
0.8884 
1.349 
1.687 
2 .006 

T h i r d 

0 .5079 
0.5302 
0 .5526 
0.6156 
0 .6660 
0 .7138 
0 .8920 
1.354 
1.695 
2 .016 

F i r s t 

0 .6741 
0.6802 
0 .6865 
0 .7051 
0 .7194 
0.7336 
0 .7868 
0 .9226 
1.023 
1.121 

F" 
Second 

0 .6741 
0.6800 
0 .6861 
0 .7038 
0.7180 
0.7319 
0.7845 
0.9202 
1.021 
1.118 

Th i rd 

0 .6741 
0.6800 
0 .6861 
0.7037 
0 .7178 
0.7316 
0.7840 
0 .9195 
1.020 
1.117 

of the extent to which the boundary layer for a cylinder differs 
from that for a flat plate. 

Since the ratio of local heat fluxes is equal to the ratio of local 
Nusselt numbers (Nu.v = hx/k and h = q/(T,r - T„)), the latter 
has also been indicated on the ordinate of the figure. Inspection of 
the ordinate affirms that the solutions were carried out for oper­
ating conditions where there are large deviations between the 
heat transfer results for the cylinder and the flat plate, with the 
maximum ratio being about four. 

Perhaps the most noteworthy finding evidenced by the figure is 
the remarkably small spread between the results for the various 
levels of truncation. In particular, the greatest deviation between 
the results for the first level of truncation (local similarity) and 
the third level of truncation is about 1.8 percent. Between the 
second and third levels, the greatest deviation is only about. 0.5 
percent. Clearly, for the present problem, the results given by the 
local similarity model are sufficiently accurate for practical appli­
cations. This finding is, in itself, of considerable importance inas­
much as there are many problems where the local similarity 
model gives results that are substantially in error. 

The near coincidence of the results from the second and third 
levels of truncation affirms the accuracy of the solutions. 

The present results may be compared with heretofore published 
local heat transfer information. The series solution of [4] covered 
the limited £ range between zero and one, with y,.vi/c//p values of 
1.209 and 1.392 at £ = 0.5 and 1.0, respectively. The correspond­
ing values from the third level of truncation solution are 1.212 
and 1.405. The comparison indicates that the series solution is 
satisfactory in the range in which it was employed. The results of 
Hama and co-workers [8] are plotted in Fig. 1. They made use of 
the Karman-Pohlhausen integral method for their solution and 
made use of additional approximations as noted in the Introduc­
tion. Notwithstanding this, Hama's results show a maximum de­
viation of only 6.5 percent. 

The surface-integrated heat transfer rate Q is also of interest. 
This quantity is evaluated as 

Q = I qdA (34) 

It's is the spanwise dimension (s = 27rr0 for a cylinder), then for a 
length of cylinder or plate between x — 0 and x = x 

Q = sj qdx (35) 

Expressions for Q for the cylinder and the flat plate can be de­
rived by substitution of equations (31) and (32) into (35). Then, 
upon forming the ratio, there follows 

3 
/ 

.0) 

'(0)1^ 
t"(tt (36) 

The ratio of Q's is also equal to the ratio of the average Nusselt 
numbers (see Nomenclature for definition). 

The ratio of the surface-integrated heat transfer rates is plotted 
in Fig. 2 as a function of £. The value of (vYyi/Q/p at any £ is 
somewhat smaller than the corresponding value of qey\lq,p, that 
is, the cylindrical geometry has a lesser effect on the surface-inte­
grated heat transfer rate than on the local heat transfer rate. This 
is altogether reasonable inasmuch as the surface integration in­
cludes contributions from the upstream region where the cylindri­
cal effects are minimal. 

Prior analytical predictions for the surface-integrated heat 
transfer rate have been brought together in the figure. The Kar­
man-Pohlhausen solution of [7] and the stagnant film model of [3] 
appear to be substantially in error and, interestingly enough, the 
results of these investigations respectively lie below and above 
those obtained here. On the other hand, the stagnant film model 
of [4] yields surprisingly good predictions (maximum deviation 
about 4 percent), especially in view of the simplicity of the model 
and its ease of evaluation. The series solution of [4] yields Qcy]/ 
Q(P values of 1.158 and 1.302 at £ = 0.5 and 1.0, which compare 
favorably with the corresponding values of 1.159 and 1.310 from 
the third level of truncation solution. 

Figs. 1 and 2 not only convey the present highly accurate re­
sults for the range £ = 0 to 10, but also indicate which of the 
available prediction methods appears to be suitable for applica-
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Fig. 1 Local heat transfer results 
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Fig. 3 Representat ive temperature profi les 

Fig. 4 Representat ive velocity profi les, £ = 0, 0.5, and 1 

tion outside of this range. Among these, the local similarity meth­
od seems to be most accurate. Among the others, H a m a s local 
results and the surface-integrated results from the stagnant film 
theory of [4] may be of sufficient accuracy for most applications. 

In addition to listing the O'(i,0) values that are relevant to the 
heat transfer results, Table I also contains a listing of F"( | ,0) 
values that may be employed in evaluating the local wall shear 
stress. 

Representative temperature and velocity profiles will now be 
presented and discussed. The temperature profiles are plotted in 
Fig. 3. The abscissa is the pseudo-similarity variable tj defined by 
equation (4), while the curve parameter £ (equation (5)) measures 
the importance of the cylindrical geometry. The figure contains 
two graphs, one for £ = 0, 0.5, and 1, and the other for £ = 2, 5, 
and 10. The solid and dashed lines, respectively, depict the re­
sults for the third level of truncation and for the first level of 
truncation (i.e., local similarity). The £ = 0 curve represents the 
similarity solution for the flat plate. 

The figure indicates that for any £, there are only small devia­
tions between the temperature profiles from the first and third 
levels of truncation. At small and at large rj values, the curves are 
coincident within the scale of the figure, and only at intermediate 
i] values can distinct solid and dashed lines be drawn. In general, 
the local similarity curves lie above those from the third level of 
truncation. 

The temperature profiles can be employed to estimate the radi­
al extent of the boundary layer relative to the radius of the cylin­
der. From equations (4) and (5), it follows that 

= (1 + U])U2 (37) 

V 

Fig, 5 Representative velocity profiles, £ = 2, 5, and 10 

rh the corresponding radial coordinate. With these, equation (37) 
becomes 

(J_) ^ . ) 1 / 2 (38) 

For the present discussion, m will be taken to correspond to 0 = 
0.02. Then, for example, ir/r0)h = 2 for { = 0.5 and (r/r0)s = 10.5 
for £ = 5. These results indicate that for larger values of £, the ra­
dial extent of the boundary layer is much, much greater than the 
radius of the cylinder. 

From an initial inspection of the figure, it may appear that a 
large-? boundary layer on a cylinder is always thicker than a 
small-? boundary layer. Such a conclusion is tenuous, as will now 
be demonstrated, if y = r - r0 is designated as the radial dis­
tance measured outward from the surface of the cylinder, then 
equation (4) becomes 

11 = 
rA'3(T, -TJ, y 

,.1/4 (39) 

As noted in the foregoing, r/r0 may be substantially in excess of 
one, especially at larger values of £. Therefore, the factor ^ ( l + 
r/r0) that appears in equation (39) acts to increase the range of r\ 
for £ > 0, as is clearly in evidence in Fig. 3. However, as can be 
seen from equation (39), this increased range of r\ does not mean 
that the range of 

T 7 T (40) 

has increased. Indeed, the range of this quantity could even de­
crease with increasing £ and still not counteract the increased 
range of 17 caused by the factor ^ (1 4- r/r0). 

Velocity profiles are presented in Fig. 4 for £ = 0. 0.5, 1 and for 
£ = 2, 5, and 10 in Fig. 5. The ordinate variable F' is related to 
the streamwise velocity bv 

14.073(7',, -TJ TTtTJ = / • " ( £ . ' / ) (41) 

The velocity profiles show the characteristic shape for natural 
convection boundary layers, with a velocity maximum at a posi­
tion somewhat displaced from the wall. The position of the maxi­
mum appears to move away from the wall as £ increases. The fac­
tor V2(l + r/ro) is responsible for this apparent outward move­
ment. In actuality, the quantity 

4V (42) 

Let r/s denote the value of rj at the edge of the boundary layer and 

diminishes slightly as £ increases. By the same token, the appar­
ent thickening of the profiles with increasing £ is due to the factor 
y2(l+ r/r0). 
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Anothe r in te res t ing resul t in evidence in Figs. 4 and 5 is t ha t 

the m a g n i t u d e of the m a x i m u m is not a very s t rong function of £. 

T h e dev ia t ions be tween the velocity profiles from the first and 

thi rd levels of t r u n c a t i o n are seen to be smal l , which is cons is tent 

with the behavior of the t e m p e r a t u r e profiles. 
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The Effects of Radiative Heat Transfer 
Upon the Melting and Solidification 
of Semitransparent Crystals 
Employing the assumptions of one-dimensional energy transfer, equilibrium phase 
change, and negligible convection in liquid regions, the time-dependent conservation of 
energy equation is formulated for the general situation of n semitransparent contiguous 
liquid and solid phases. The dimensionless parameters governing phase change are iden­
tified and the effects of their variation are ascertained by a finite difference solution of 
the rigorously formulated energy and radiative transfer equations. The chief conclusions 
of this investigation are that for the range of parameters encountered in the melting and 
solidification of many optical materials, radiant transfer has a significant effect, and 
that during solidification, radiation can force the temperature profile within the liquid 
phase to assume a shape which leads to unstable interfacial growth. 

Introduction 

The effects of heat transfer upon melting and solidification pro­
cesses have been studied theoretically and experimentally for 
more than a century. Nearly all of these studies, however, have 
dealt with opaque materials and hence, the contribution of ther­
mal radiation within the media has been justifiably ignored. The 
objective of the present work is to ascertain effects of thermal ra­
diation in nonopaque materials during phase change where such 
effects have not yet been quantitatively established. To accom­
plish this end, the classical Stefan problem [l)2 is reformulated 
with the inclusion of radiative transfer, and numerical solutions 
are obtained. 

Knowledge of the temperature gradients at a solid-liquid inter­
face is of particular value in the analysis of interfacial stability 
during solidification [2], An unstable interface is one where pro­
trusions or dendrites grow into the liquid as the solidification pro­
gresses, whereas a stable interface is macroscopically a planar 
surface. Stable solidification is favored when temperature within 
the liquid increases with distance away from the solid-liquid in­
terface, and vice versa. In the steady-state investigation of [3], in 
which S-shaped temperature profiles were obtained within the 
liquid, it was concluded that radiation enhances stable growth by 
increasing the temperature gradient within the liquid at the in-

1 This work was supported, in part, by the United States Atomic Energy 
Commission, Contract Number AT-(29-l)-789. 

2 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the ASME-AIChE 
Heat Transfer Conference. Atlanta, Ga., August 5-8. 1973. Manuscript re­
ceived bv the Heat Transfer Division, October 4. 1973. Paper No. 73-HT-
12. 

terfaee. The present investigation shows, however, that radiation 
can also cause temperature profiles to develop which promote un­
stable crystalline growth. 

Apart from interfacial stability considerations, the present in­
vestigation sheds light on the obvious question in any phase 
change process, i.e., how much of each phase is present at an ar­
bitrary time after the sudden application of a thermal driving 
force. 

Except for Abrams [4] and Habib [5, 6] no prior treatment of 
the Stefan problem including combined radiative and conductive 
transfer has been reported, although the Stefan problem without 
radiation, and combined radiative and conductive transfer with­
out phase change have, respectively, been thoroughly investi­
gated. In references [5 and 6] a heat balance integral method was 
employed to approximate temperature profiles within the solid 
phase of planar and cylindrical media during solidification. It was 
assumed in these studies, however, that the temperature distri­
bution within the liquid was uniform and therefore, no insight 
into interfacial stability could be gained. 

Physical Assumptions Employed in Analysis. It is presumed 
that all solids are crystalline, and that liquids, upon solidifica­
tion, assume the crystalline rather than the glassy state. Crystal­
line materials are characterized by discrete melting temperatures 
and latent heats, and hence, when such materials melt, there is a 
locatable interface between solid and liquid. Glasses, on the other 
hand, in a strict sense do not melt, but rather become progres­
sively softer as temperature increases and there is no absorption 
of a latent heat. Thus, the problem under examination is funda­
mentally apart from the well-explored subject of the melting and 
solidification of glass. 

Consideration is limited to one-dimensional radiative and con­
ductive energy transfer in a region of finite thickness and of infi-
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nite lateral extent which consists of an arbitrary number of con­
tiguous solid and liquid phases (Fig. 1(a)). The interfaces and 
boundaries are considered to be diffuse, parallel, and planar sur­
faces which are normal to the direction of energy transfer. Typi­
cally, Fig. 1(a) could represent a melting process, where phase 1 is 
a liquid which is being heated from the left and the other regions 
are the various solid phases. Natural convection is presumed ab­
sent in the liquid phases, which is a reasonable assumption if den­
sity gradients are normal to, or in the same direction as, the grav­
itational force, or if the Rayleigh number is less than the critical 
value [7]. 

The medium which undergoes the phase change is considered 
to be a pure substance whose phase transitions occur at fixed 
(equilibrium) temperatures. If a solute were present, the interfa-
cial temperature would depend upon the concentration of solute 
at the interface and hence, the conservation of species equation 
would be required together with the energy equation in order to 
determine temperature distributions [8]. 

The solid phases are assumed to be isotropic so that at any 
location direction-independent thermophysical properties charac­
terize the material. While only cubic crystals (NaCl, fluorite, 
etc.) are truly optically isotropic, the principal indices of refrac­
tion of many other crystals differ very little from one another. 
Such materials are presumed to be characterized by an average 
index of refraction and hence are treated in analysis as being iso­
tropic. Born and Wolf [9] describe the propagation of electromag­
netic waves in optically anisotropic absorbing media but do not 
account for thermal emission. 

It is assumed that the index of refraction of each phase is uni­
form, a condition implicitly required by the classical equation of 
transfer employed in this investigation. If the index of refraction 
rw is variable, either through material inhomogeneity or depen­
dency upon temperature, the path followed by a photon has a 
curvature which depends upon grad (log rw) [9, p 124]. However, 
since rw is relatively insensitive to temperature, its assumed uni­
formity is not expected to be a serious restriction even if large 

temperature gradients exist. 
Finally, it is assumed that scattering is absent and that local 

thermodynamic equilibrium exists throughout the medium. The 
absence of scattering applies to physical situations in which the 
solid is either a single crystal or a composite of polycrystals which 
are small compared to the wavelengths of incident radiation. The 
scattering of thermal radiation in degassed liquids is negligible. In 
the absence of fluorescence or lasing, the assumption of local 
thermodynamic equilibrium in liquids and solids is excellent. 

M a t h e m a t i c a l Formulat ion 
The Conservation of Energy Equation. The mathematical 

model of the phase change problem is shown in Fig. 1(a). Depicted 
are n regions each corresponding to a solid or liquid phase under­
going replenishment or depletion by material exchange with its 
neighbors. (It is convenient to regard the left and right-hand sur­
roundings as fictitious phases having the indicies o and n + 1, re­
spectively.) Although numerical results are obtained only for two-
phase systems, the more general formulation for n phases is pre­
sented here. 

Assuming that all phases have the same constant density3 />, 
the conservation of energy equation becomes 

pc{ • H i 
dx K ' O.v ) -

3 F 

OX 

i = 1 , 2, . . . » (1) 

where X, -i(t) < x < X,(t), t < 0, and the radiative flux 

Fr ((.v) = 2 f { ^ E j t T ^ U ' i . i . - v ) ] • • W s l X . t i ,Xt)\\dv 

(2) 

3 In general, if the phases have differing densities, a different bulk veloci­
ty is imparted to each phase during the transient phase change process 14]. 
The neglect of such motion could be unrealistic in cylindrical or spherical 
media where the geometrical constraints could cause a physical separation 
of the phases. 

. N o m e n c l a t u r e . 

Bv = Planck function (2jrr»3/c2) x 
[vx.p\hv/kT) - 1J"1 

c = speed of light; also specific 
heat 

E„(z) = exponential integral function 
defined as 

JVf" 2exp(-z/f)df 
F,. = conductive flux 
Fr = total radiative flux 

gi(x) = initial temperature distribu­
tion on the region 

X, i° < x < X,° 
Hr = irradiation as defined by equa­

tions (10a) and (106) 
h = Planck's constant 
I — intensity of radiation 

,/ = radiosily (radiative flux leav­
ing an interface); see Fig. 
1(h) 

k = Boltzmann's constant; also 
thermal conductivity 

/, = initial slab width 
A' = conduction-radiation interac­

tion parameter kr/{4aTr
3L) 

n = number of phases initially 
present; also index of refrac­
tion 

T = absolute temperature 
TE

U i , i = equilibrium temperature at 
the interface between phases 
iand i + 1 

t = time 
tc* — Fourier number 
X, = location of interface on the 

right-hand side of region i: 
see Fig. 1(a), X0 = 0 

X,° = initial location of ith interface 
x = position 

Y, = quantity defined as Aht ^ x, ,,. 
(CrTr) 

a = thermal diffusivity, k/(pc) 
TF, J - I. I = bidirectional transmittance 

function, in region i - 1, at 
the interface with region i 

•ihi , i i ( = enthalpy phase i + 1 minus 
enthalpy phase i evaluated 
at interfacial temperature 
between these phases 

tv.i.i < i = hemispherical emittance of 
the surface of material i 
when it is in contact with 
material i + 1 

f, (" = dummy position variables in 
the x direction 

K = absorption coefficient 
p. = cosine of the angle between a 

given direction and the posi­
tive x direction 

v = frequency 
o = density 

Py.i.,-i = bidirectional reflectance func­
tion, in region /, at the in­
terface with region i - 1 

a = Stefan-Boltzmann constant 
TV, = transmission function for re­

gion i 
3ll,i = 2E3[T ,i(X,- i,X,)] 

T,, = optical thickness of medium of 
width U=k,L> 

TV (a. b) = optical distance between 
planes x = a and x = b 

jvv„,,(rwr 
Subscripts 

/ = pertains to the region / 
k = pertains to the band k 
r = reference condition or evalu­

ated at reference conditions 
v = spectral quantity 

Superscripts 
• = differentiation with respect to 

time 
+ = denotes the positive x direc­

tion (see Fig. 1(b)) 
- = denotes the negative .r direc­

tion (see Fig. 1(6)) 
* = dimensionless quantity; see 

equations (9) 
(k) = refers to feth band in the model 

of the absorption coefficient 
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A V V V V VV. ' , 
DIRECTIONS Or 

NET HEAT FLUX VECTOR-
TYPICAL INTERFACE 
SEPARATING ADJACENT 
PHASES 

"rv,i,iti = f~v, i,t±i (5d) 

enables computation of radiosities in the adjoining transparent 
region(s) with equations (3a) and (36). The radiative flux Fr„A(x) 
is a priori taken to be zero if region i is opaque at the frequency v. 

Interfacial, Initial and Boundary Conditions. A mass and 
energy balance at each of the n - 1 interfaces yields the relation­
ship 

3 T , , pX,^itUl-(kt—i-) 
ax 

(A-,- ar, 
9.Y 

(b) 

^ s s s s ^ s v -

*<• I-.i(H 
h.O 

- X H ( t 
i 

X-

> i * i W 

/ * *0 
PHASE 

X , ( t ) 

I PHASE i 4- I 

Fig. 1 One-dimensional idealization of the problem: (a) physical model 
of n-phase system: (6) detailed view of ith phase showing intensity and 
energy transfers 

+ 2tr f nv
l
t f ' K {(t)BVti(t) s i g n (x - l) . 

0 ' X i - t 

E2V\1\tiit,x)\)d'cdu (2) 

The details of the derivation of this equation are found in [4]. 
In order to evaluate the radiosities (Jv) appearing in equation 

(2), a radiative flux balance is made at each interface and bound­
ary. It can then be shown that the radiosities must satisfy the fol­
lowing set of In linear algebraic equations 

-vh + JS,i ~ P»,i,i.\T„,i>h~i 

,H,: i.i + A. H„ 

Pv, i, M Tu_ tJJ 

, i, i-t 

i*i,i^v"i*l 

(3 a) 

(36) 

where i = 1, 2, . . '. n and where Jr
+,o and J\n-n are defined to be 

zero. The fluxes 77;+, and Hv-L, respectively, denote the irradia­
tions of the right and left-hand interfaces of the ith region due to 
emission within that region, and are given by 

(4a) 

(46) 

+ / F^iiX^dv- [ F^i^OCjdu = 0 (6) 

which, together with the assumption of equilibrium phase change, 
i.e., 

Ti(Xi,t) = Titl(Xi,t) = Tl,tl (7) 

constitute the two necessary interfacial conditions of the problem. 
If the phases i and i + 1 have identical opaque and transmitting 
bands, equation (14) becomes independent of the radiative flux at 
an interface, since in a transparent band Fr„j(Xi) = F,„j + i(Xt), 
and in an opaque band Fr„j(X,) = F , „ , , t l (XJ = 0. The initial 
conditions of the problem are the temperature distributions and 
interfacial locations at t = 0 which, respectively, are 

T,.(,v,0) = £-.(.v)for A' , . . ,< .V < A'; 

and 
A',.(0) = A'/' (86) 

Although a variety of radiation and temperature boundary con­
ditions are possible, the present investigation considers only the 
situations in which the surroundings are opaque and the bounda­
ry temperatures or temperature gradients are prescribed. In the 
instance of opaque surroundings equations (56) and (5c) are em­
ployed to determine the effective irradiations of the left and 
right-hand boundaries of the system. The more general situation 
of transparent and convective surroundings is presented in refer­
ence [4]. 

With the introduction of the dimensionless variables: 
x* = x/L; 

= ioTr'HKpCrL); 
Xt/L; 

= hvl(kTr)\ 
- K,.,,/Kr; 

= FclaTr"; 
= H,/[(hlk)aTr3]: 

gl/Tr 
T/Tr 

c,/cr; 
kt/kr; 

t* 
Xi* 

81* 

k,* 
Fr* = FrJ[(h/k)aTr

3\ 
B„* 
J,* 

B„/[(h/k)aTr3}; 
J„/[(h/k)oT,3}; 

Fr* = Fr/aTr4; (9) 

the energy equation (equation (1)) and the interfacial condition 
corresponding to equation (6), respectively, become 

dl* 
= N 

dx' I *, 
3 7 ; 
>)x* 

i »K.i 
4 3.Y* 

(10) 

for i = 1, 2, . . n. For transparent surroundings, 77„*0 and 
77„,n + i are, respectively, defined as the external radiation inci­
dent upon the left-hand and right-hand boundaries of the system. 

If the region i (i = 0, 1, 2, . . . n, n + 1) is opaque at the frequen­
cy v but has transparent neighbors, redefinition of the quantities 
%,i, H„j±, and7C,i.i±i as follows 

rVtl = 0 (5a) + T r̂, [j F*p j(X' f*) dv* - / F^t.iOi,*) du*] = 0 (11) 

and 

(Y,/N) 

+ 

1 

dXj* 
dt* 

3 T ; 

dx* dx* 

H»U =n*i,ivBv(Xi) (56) 

4 iV 0 

where the quantities N and Y, are defined as 
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Fig. 2 Interfacial posit ion versus dimensionless t ime during mel t ing. For 
reference, the inset shows N versus Tr for a slab 10 c m thick having the 
f lourite property k2 = 0.09 w / c m - d e g K. 

x = kr/(Aar;D 

Y, =i\hitUi/(crTr) 

(12) 

(13) 

In general, a small value of N implies that radiation could signifi­
cantly effect the temperature distribution in the ith region. How­
ever, this observation is not universally applicable as it is con­
ceivable that the ith phase approaches being opaque or nonab-
sorbing over the effective width of the spectrum. In these cases 
radiation has no effect upon the temperature distribution regard­
less of the value of N. The quantity Y, physically represents the 
ratio of latent to sensible heat, at the ith interface, and has the 
form of a Jakob number. 

Method of Solution. The details of the method of solution are 
given in reference [4]. Basically, equation (10) is recast in explicit 
finite difference form following the numerical scheme of Murray 
and Landis [10]. The radiative transfer integrals, which are all 
of the generic form 

](x) = j/Cc)En[r(x - -C)]d-c, (14) 

are exactly evaluated after assuming that /(f) varies linearly be­
tween grid points. The error introduced by this process can be 
shown to be an order of magnitude less than the truncation error 
of the finite difference method. For the special case of steady 
combined radiation and conduction heat transfer (with no change 
of phase), the results of the finite difference solution are in excel­
lent agreement with the exact results of Crosbie [11]. 

The stability criterion which places a limitation upon the max­
imum permissible time step is that given by Ames [12, p. 330] for 
parabolic partial differential equations. In conduction dominated 
problems (JV > 1), the stability criterion is found to be less strin­
gent if the Fourier number {,.* = art/L

2 is employed as the di­
mensionless time variable instead of t*. In any case, results based 
upon either dimensionless time can be related since 

(15) tr Nt* 

Results and Discussion 
The results of this investigation are obtained by examining the 

effects of parameter variations upon the transient temperature 
distributions and interfacial motions during melting and solidifi­
cation. Since prior work in this area is limited, the objective is to 
gain an understanding of the effects of radiative transfer upon the 
dynamics of the phase change process. Thermophysical properties 
are assumed to be independent of temperature, and for simplici­
ty, only a single phase, either solid or liquid, is considered to be 
initially present. The melting example employs gray optical prop­

erties while a band model is employed in the solidification exam­
ple. 

The Melting of a Slab. The aims of this first study are to de­
termine the significance of the conduction-radiation interaction 
parameter, N, and the error incurred by neglecting radiative 
transfer in an example representative of the melting of a large 
crystal in a furnace. The mathematical idealization is as follows. 
A slab of solid transparent material, initially at a uniform tem­
perature, is suddenly brought into perfect contact with opaque 
regions at each boundary; see Fig. 1(a). The temperature of the 
region on the left is greater than the melting temperature of the 
slab and is held constant, while the region on the right is main­
tained at the slab's initial temperature. Both boundaries are as­
sumed to have unit emissivities. The dimensionless input to the 
computations is the following: 

Boundary, initial, and interfacial conditions:4 

T*(0,l*) = 1 and T*{l,t*) = 0 . 1 for t* > 0; 

ft '(A-*) = 0 .1 for 0 < x" 

7Ti2 = 0 . 5 and A y 

Parameters and properties:4 

c* 
kt* 
T,n 
« • • . , 

V'i = -0 .1 
Pi.,1,2 = 0 

Region 1 
(liquid) 

0.75 
2 
1 
1.5 

Region 2 
(solid) 

1 
1 
2 
1.5 

c » , 0 . 1 — f i ' , 2 , 3 — 1 

N = 0.01, 0.02, 0.05, 0.1, 

Because of the general lack of property data for the liquid 
phase of high melting-temperature materials, it is impossible to 
determine input parameters and properties specifically for a given 
substance. The foregoing values of Yi, k,*, and c,*, however, were 
selected to approximate the melting of fluorite (melting tempera­
ture 1700 deg K) with the temperature of the hot face at twice the 
melting temperature. 

Fig. 2 depicts interfacial position as a function of the dimen­
sionless time (Fourier number), £<•*, for several values of the pa­
rameter jV. For comparison, interfacial position in the corre-

4 The effects of perturbations in these input quantities are examined 
in [4]. 
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Fig. 3 Temperature distributions at 
as a parameter 

sponding pure conduction problem is also shown. It is found that 
the Fourier number is a more convenient time variable than r* 
when comparing the effects of combined energy transfer to the ef­
fects of pure conductive heat transfer. For the purpose of refer­
ence, the inset in Fig. 2 gives N as a function of TV for a slab 10 
cm thick which has the fluorite property k2 = kr = 0.09 w/cm-
deg K. Transient temperature distributions for several values of 
N are shown in Fig. 3. 

It is seen in Fig. 2, that early in the transient, all curves co­
alesce into the pure conduction curve. This early time behavior is 
a consequence of the following physical conditions: (a) the regime 
t* = tc/N -c 1 implies that the presence of radiation has not yet 
had sufficient time to appreciably affect the temperature distri­
bution and hence interfacial movement; and (b) the infinite tem­
perature gradient existing initially at the left-hand boundary ex­
erts an overwhelming influence upon interfacial motion regardless 
of the magnitude of the radiative flux at the interface. From these 
physical considerations, it is concluded that conduction governs 
interfacial motion at early times, and hence, it is to be expected 
that interfacial motion would be similar to that for pure conduc­
tion. The pure conduction profiles of Fig. 3 indicate, however, 
that neglecting radiation, even at early times, leads to serious 
error in the temperature distribution. 

In Fig. 3 it is noticed that, when N is relatively small, an 
anomalous bump begins to form within the temperature profile of 
the solid corresponding to the occurrence of superheat. In prac­
tice, superheat in a solid is an unlikely physical phenomenon, 
but, in the present study its occurrence is permitted in order to 
reveal the effects of radiative heat transfer. For W-values of 0.01 
and 0.02 the maximum bump height occurs approximately at t* 
= 1. For the conditions of this example, bumps are not observed 
to occur, at any time, for values of N equal to 0.05 and larger. 
The growth of these bumps stems from the fact that the interfa­
cial temperature is forced to remain at the imposed constraint of 
Ti,2t:* = 0.5, while energy emitted by the hot liquid and left-
hand boundary, after appropriate attenuation, enters the solid 
phase where it is partially absorbed. Recognizing that emission 
within the solid cannot be significant because of the relatively low 
temperature there, it is evident that the rate of absorption of ra­
diant energy per unit of the volume exceeds the rate of emission. 
The occurrence of the bump in the present example, is analogous 
to the thermal trap effect described by Cobble [13]. In passing, it 
is noted that these peculiarities in the temperature distributions 
could have been missed if calculations were based upon methods 
which require assuming the functional form of the temperature 
distribution (e.g., heat balance integral methods). 

The Solidification of a Slab—Gray Optical Properties. The 
purpose of this study is to determine the characteristics of solidi-

various times during melting with N 

fication in the presence of combined radiative and conductive 
heat transfer. The physical situation under consideration is ideal­
ized as follows. 

A liquid, at uniform temperature, bounded by two infinite par­
allel planes, is suddenly brought into perfect contact with opaque 
regions at each boundary. The region on the left (see Fig. 1(a)) is 
maintained at a constant temperature which is less than the 
freezing temperature of the liquid, while the right-hand boundary 
is maintained adiabatic. The left and right-hand boundaries are, 
respectively, assumed to be black and perfectly reflecting surfac­
es. In contrast to the interfacial motion of the previous study, the 
solid-liquid interface eventually reaches the right-hand boundary 
so that the region contained between the planar surfaces is en­
tirely a single phase. Consideration is limited, however, to the pe­
riod of time before complete solidification occurs. The data em­
ployed in this study are: 

Boundary, initial and interfacial conditions: 

T*(0,t*) = 0 . 1 and dT*(l,t*)/dx* = 0 for t* > 0; 

g2*(A-*) = 1 for 0 < x* < 1; 

T 1,2 0.5 andX 0 

Parameters and properties: 

c* 
ki* 

UCasel) 
T, , , ' |(Case2) 
n , , 
V i = 0 . 1 
Pv.1.2 = 0 

«",0,1 = 1 

Region 
(solid) 

1 
1 
1 

10 
1.5 

1 Region 2 
(liquid) 

1 
1 

10 
1 
1.5 

fj.,2,3 = 0 

N= 1,0.1,0.01 
Fig. 4 depicts the dimensionless interfacial position as a func­

tion of the dimensionless time (Fourier number) and the parame­
ters A' and TVJ. Interchanging the optical thicknesses T„, produce 
no discernible effect upon interfacial motion when N = 0.1 and 1, 
and hence only single curves appear for these values. Interfacial 
motion becomes more sensitive to changes in T,»J, however, as 
radiative transfer becomes increasingly important, i.e., as N de­
creases. As with the melting process, it is seen that for a fixed tc*. 
a smaller N implies a greater interfacial motion, which is a conse­
quence of the greater radiative cooling of the liquid. As shown, 
the degree of error introduced by neglecting radiation could be 
significant. 
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Fig. 4 Interfacial position versus dimensionless time during solidifica­
tion 

Transient temperature distributions, shown in Fig. 5 for N = 
0.01, reveal a significant feature of the solidification process: the 
formation of a temperature depression within the liquid phase 
when the slab is about 50 percent solidified. From a crystal 
growth standpoint, such formation is undesirable because it in­
creases the likelihood of dendritic growth. The temperature de­
pression forms as temperature profiles within the liquid become 
relatively flat and it becomes difficult for conduction heat trans­
fer to compensate for the radiant energy loss from the neighbor­
hood of the interface. 

The Solidification of a Slab With Absorption Coefficient 
Represented by Band Models. The physical situation under ex­
amination is described in the foregoing with the exception that 
the absorption coefficients of both solid and liquid are represent­
ed by the various band models of Fig. 6. For concreteness, it is 
also assumed that K%L = 1 where K2 is the absorption coefficient 
of the second band. Wavelengths corresponding to the v* spec­
trum are shown for three values of the reference temperature on 
separate scales. It is seen that the three models characterize the 
behavior of many optical materials: high transparency in the visi­
ble part of the spectrum, an abrupt decrease in transparency in 
the ultra-violet, and a gradual decrease in transparency in the in­
frared. The /-scale of Fig. 6, which represents the fraction of ener­
gy emitted by a black body over the frequency range 0-v*, shows 
that only a negligible quantity of energy is emitted for v* > 20. 
(The difference between two values on the /-scale represents the 
fraction of energy emitted by a black body over the dimensionless 
frequency range corresponding to the two / values.) Hence, for the 
three models shown, the precise v*—value of the ultraviolet cut­
off is immaterial in the computations. Each band model repre­
sents a material having approximately the absorption character­
istics of window glass [14]: 

X > 5M: opaque 
Band 1 5M > X > 2.5M «I = 5 c m ' 1 

Band 2 2.5M > X > IM « 2 = 0 . 1 c m - 1 

Band 3 1M > X > 0.2M K3 = 0.01 c m " 1 

X < 0.2M opaque 

Fig. 7 depicts for N = 0.01 interfacial position as a function of 
the Fourier number for three spectral and three gray models of 
the absorption coefficient. Comparison of the gray and nongray 
results shows that interfacial motion cannot be described accu­
rately over the entire solidification process by gray calculations 
which employ the optical properties of a particular band. More­
over, even if interfacial positions based, respectively, upon gray 
and nongray absorption coefficients are in agreement with one 
another, there is no assurance that the corresponding tempera­
ture profiles or energy fluxes would be in similar agreement ]4]. 

Fig. 7 additionally indicates that the interfacial motion for r,M 

= l is always greater than that for the other spectral models. 
This result is expected on the basis of steady-state and transient 
calculations [15] which have shown that the interaction between 
radiation and other modes of heat transfer should be greatest 
when the optical thickness of the medium is approximately unity. 
Therefore, on Xi* - t,:* coordinates, for a fixed value of N, the 
curve for T„,; = 1 represents an approximate upper bound, and 

Fig. 5 Transient temperature distributions during solidification: N 
0.01 

Journal of Heat Transfer MAY 1974 / 189 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



• 

.5 

IMi K.4 

14.4 .2 

9.6 4, S 

.0053 .033 

t 
1 

r—4— BAND 

/ L. _ , 

MAXIMUM OF 
PLANCK FUNCTION 

~~ MOOS, i 
MO«L 2 
MODEL 3 

" 1 

LLS 
r-^—BAND 5 — U r - \ 

/ L lIL 

I.S6 1*4 

^* i ,Tr ='000 *K 

1.44 .72 

XM ,T r ^2000 *K 

>V , Tr =» 30O0 "K 

.75 „ • .99 

1 

' 'I 

-

! 

» 
.2M 

.W4 

.0»« 

Fig. 6 Dimensionless absorption coefficient versus dimensionless fre­
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band/absorption coefficient of the second band. The A-scales represent 
wave lengths corresponding to the v* spectrum for the indicated values 
of the reference temperature. The '-scale is defined in text. 

the pure conduction curve represents the lower bound to interfa­
cial motion. 

Conclus ion 
It has been determined that radiation can significantly affect 

the dynamics of the melting and solidification of many optical 
materials, and that a priori neglect of radiation can cause the 
temperature profile within the liquid to assume a shape which 
promotes unstable interfacial growth, a finding which is contrary 
to the idea that radiation always exerts a "stabilizing influence." 
Results have indicated that the dynamics of melting and solidifi­
cation can qualitatively be predicted with the use of gray optical 
properties, but a quantitative description requires accounting for 
the spectral absorption characteristics. 

In summary, the principal simplifying assumptions which have 
been employed are the following: 1 the absence of natural con­
vection; 2 one-dimensional energy transfer; 3 the absence of 
scattering; and 4 the presence of isotropic media. Although the 
complexity of the calculations and computing time would greatly 
increase, there is no conceptual difficulty in relaxing assumptions 
1-3 in order to obtain detailed numerical information about a spe­
cific system. The analysis of combined radiation, convection, and 
conduction is presently within the state of the art, and radiative 
heat transfer in several dimensions could be described by zonal 
(finite difference) methods. Similarly, the numerical techniques 
of handling scattering problems are also well known [16]. How­
ever, some fundamental theoretical and experimental studies 
have yet to be performed before the fourth assumption can be re­
laxed. As of the present time, there is no known formulation of 
the equation of transfer in anisotropic absorbing and emitting 
media, nor are there any experimental data. 
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Application of Ambarzumian s Method 
to Radiant Interchange in a 
Rectangular Cavity 
Ambarzumian's method had been used for the first time to solve a radiant interchange 
problem. A rectangular cavity is defined by two semi-infinite parallel gray surfaces 
which are subject to an exponentially varying heat flux, i.e., q = qo exp(-mx). Instead 
of solving the integral equation for the radiosity for each value of m, solutions for all 
values of m are obtained simultaneously. Using Ambarzumian's method, the integral 
equation for the radiosity is first transformed into an integro-differential equation and 
then into a system of ordinary differential equations. Initial conditions required to solve 
the differential equations are the H functions which represent the radiosity at the edge 
of the cavity for various values of m. This H function is shown to satisfy a nonlinear in­
tegral equation which is easily solved by iteration. Numerical results for the H function 
and radiosity distribution within the cavity are presented for a wide range of m values. 

Introduct ion 

Radiant interchange between diffuse surfaces with nonuniform 
radiosity is one of the fundamental and important problems in 
the field of radiative heat transfer. Various configurations and 
thermal conditions have been studied [1-4].a The formulation of 
these problems results in a Fredholm integral equation. Only for 
a spherical cavity and a cylindrical arc cavity [2] have closed-
form solutions been achieved. Some of the approximate analytical 
techniques employed are the zonal method, the variational meth­
od, the approximate kernel method, the least squares method, 
and Sokolov's method. The method of successive approximations 
is the most common numerical technique. 

The approach taken in the present investigation has been used 
in gaseous radiation studies and is known as Ambarzumian's 
method [5, 6]. The method is applied for the first time to deter­
mine radiant interchange between surfaces. The integral equation 
for the radiosity is transformed into integro-differential equation 
which is then represented by a system of differential equations. 
The radiosity at the edge of the cavity is defined as the H func­
tion which represents the initial conditions for the integro-differ­
ential equation. 

Physical Model 
The present investigation deals with radiant interchange in a 

rectangular cavity formed by two semi-infinite, parallel, gray, dif­
fuse surfaces. The surfaces of the cavity are separated by a dis-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, September 11, 1973. Paper No. 74-HT-S. 

tance h, and are subjected to nonuniform heat fluxes. The cavity 
is filled with a nonparticipating medium. The problem is made 
symmetrical by assuming the surface properties of the two surfac­
es are identical. 

The radiosity can be expressed in general as 

B(x) =q(x) +G(x) (1) 

where q(x) is the specified heat flux and G(x) is irradiation from 
the other surface. Expressing the irradiation in terms of the radi­
osity yields the following linear integral equation 

2 
B(x) = q(x) (2) 

[(x~v)2 +titfn 

Introducing x = xjh, y = y/h and assuming the heat flux decays 
exponentially, q(x) = qoexpf-mx/h), integral equation (2) takes 
the form 

B(x, m) = e-m + I f K{\x - v i )B(y, m)dx (3) 

where B(x,m) = B/q0 and the kernel is 

A'(.v, v) = K( | .v - v !) = l / [ (x - x? + 1 ]3 '2 . (4) 

The heat flux can be expressed in terms of the radiosity and 
emissive power as 

<y(.v) = -\\aTi{x)-qliB(x,m)] . (5) 

Solving equation (5) for the emissive power yields 

° r H v ) = <•/„[£<?• B(x, m)} . (6) 

Thus, the emissive power can be determined from equation (6) 
once the radiosity is known. 
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Ambarzumian' s Method 
The equation (3) for the dimensionless radiosity B(x,m) is clas­

sified as a linear Fredholm integral equation of second kind. 
B(x,m) depends on the depth into the cavity x, and the heat flux 
distribution parameter m. In this section Ambarzumian's method 
[5, 6] transforms the integral equation into an integro-differential 
equation. The dimensionless radiosity B(0,m) at the edge of the 
cavity, the H function, is the initial condition for the integro-dif­
ferential equation. A nonlinear Fredholm integral equation for the 
H function is developed. 

Integro-Differential Equation. The equation (3) for dimen­
sionless radiosity B(x,m) can be rewritten as follows 

mx + I j'XB{v,w)K{x-v)ch + 

\ f B(y,,n)K(y - x)dy . (7) 

B(x,»i) 

Substituting z - x — y in the first integral and z = y - x in the 
second integral of the right-hand side of equation (7) yields 

1 x 

B{x, in) = c-mx + -jr J B(x - z, ni)K(z)dz + 

\ f B(x + z,m)K(z)dz . (8) 

Differentiating equation (8) with respect to x gives 

oBix,iii) 
3.v >ni-mx + \ B(0,w)K(x) 

1 
2 •• 

1 / ' J C ^ J 5 ( . v - ^ , w ) 
2 •'„ 3.x 

rdB(X+Z'"'^K(z)dz . 
i) dX 

K(z,)dz 

(9) 

Now substituting y = x - z in the first integral and y = x + z in 
the second integral of the right-hand side of equation (9) yields 
the following integral equation for the derivative of B(x,m) 

j _ _ me-'
nx + — B(0, in)k(x) -t-

ox I 

i / • " £ ^ V L ) K ( | . v _ v | ) r f v . ( 1 0 ) 

The solution of equation (10) is determined by the superposi­
tion of solutions. Multiplying equation (3) by mJi(m)dm/2 and in­
tegrating from 0 to => yields 

-K(x) + ^f 3>(v)K{\x-y\)dy (11) * (x ) 

where 

* M = 5- / inBix, >»)</, (m)rfw . rj / m x j \ , i , III jo \ \ t l l }{IIH . ( 1 2 ) 
z ' 0 

In obtaining equation (11) the following identity was employed 

K(x) = f me-xmJx(m)dm = l / ( x ; + 1 ) 3 / 2 (13) 

Multiplying equation (3) by -m and equation (11) by B(Q,m) and 
adding the two together yields an integral equation which is iden­
tical to integral equation (10). Thus, the integro-differential 
equation for B(x, m) is given by 

^ (.v, m) = -mB(x, in) + B(0, >«)*(*) 
ox 

= -mB(x, 111) + - B(0, in) f uBix, n)J^ii)du (14) 
2 0 

The initial condition B(0,m) is needed before this equation can be 
solved. 

H function. In the physical sense, the H function is the radi­
osity at the edge of the cavity B(0,m). The aim of this section is 
to achieve a nonlinear integral equation for the H function which 
is convenient for numerical solution. Evaluating equation (3) at x 
= 0 yields 

B(0,m) = 1 + 5- /' B(y,m)K(y)d\ (15) 
& It 

B(0, m) = 1 + 5- f B{v,m) f nc->,"Ji(ii)dii dy (16) 
z u ' (i 

By changing the order of integration, equation (16) can be written 
as 

B(0,m) = l + - J ,iJx(ii)li(,i,in)dii (17) 
2 ' 0 

where B(n,m) is the Laplace transform of B(y,m), i.e., 

B(n, m) = Lj\Biy, in)} = ( Biy, nrtc-^dy . (18) 

Thus B(0,m) may be expressed in terms of Laplace transform 
of the dimensionless radiosity B(y,m) and Bessel function of the 
first kind. B(s,m) can be expressed in terms of B((),m) by apply­
ing a Laplace transform to equation (14) 

sBis, in) - BiO, in) = -niBis, in) + 

^ BiO, in) f Bis,n)nJ{in)dn (19) 

is + m)B(s,m) =B(0,m) (1 + - (' nBis, n)J{in)d„ ] . (20) 
2 u 

Comparison of equation (17) with the right-hand side of equation 
(20) reveals that in order to replace the term of equation (20) in 
brackets by B(0,s), B(s,m) must be symmetric. 

The first step in showing B(s,m) symmetric is to rewrite equa­
tion (3) as 

B(x, s) = e'sx + I f Biy, s)K i\x - v | )rfv (21 n) 

and 

Six, in) = e-mx + 5- / Biy, m)Ki\x - v | )dy . (21b) 

Multiplying equation (21a) and (216), respectively, by B(x.rn) and 

-Nomenc la ture -

B(x, m) = dimensionless radiosity, B(x, 
m)/q0 

B(x,m) = radiosity, radiant flux leaving 
the surface 

B(x m) = Laplace transform of B(x, m) 
B,(x) = B(x, mil 
G(x) = dimensionless irradiation, 

G(x)/q0 

G(x) = irradiation, radiant flux inci­
dent on the surface 

h = separation distance between 
surfaces 

H{m) = dimensionless radiosity at the 
edge of the cavity, B(0, m) 

H, = H(mt) 
J-i(m) = Bessel function of first order 

K(x) = kernel of integral equation, 
equation (13) 

m = decay parameter for heat flux 
mi, nt = quadrature points for i = 1, 

2, . . . N, even values of m for 
i = iV+ 1, ...,N + K 

N = total number of quadrature 
points 

q(x) = dimensionless surface heat flux 
q0 = magnitude of surface heat flux 

q(x) = surface heat flux 

r, = real positive roots of J\(m) 

T = temperature 

x, y = dimensionless depth into the 
cavity, x/h, y/h 

x, y = depth into the cavity 

t, p = emittance, reflectance 

a = Stefan-Boltzmann constant 
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B(x,s) and integrating both with respect to x over the interval 
(0,™) gives 

f B(x, s)B{x, m)dm = f e-
sxBix,m)dx 

• o ' o 

/' *B(x, »i)\l f B(x, s)A'( | x - v ) dy \dx (22a) 

Since m and n are dummy variables, in the second integral of 
the extreme right-hand side of equation (32) these variables may 
be interchanged yielding 

/' H(m)Js{tn)dm = f J{(m)dm + 
" o ' i) 

1 ,•- r"yvHin)Jxin)H(m)Jxim) , , ,„„, 
j | u ! dmdii . (33) 

and 

( B(x, m)Bix, s)rf.v = f ^-mIi}(,Y, s H v 

«(,r, ,s) [ i- /' B( v, w)A'(! .v - v I )rfy]dx. (22b) 
2 ' (i 

The left sides of the equations (22a) and (226) are identical. 
Since the kernel K(x,y) is symmetric, the first terms on the right 
side of the equations are identical. The last terms of (22a) and 
(226) must therefore be equal, i.e., 

| "V S I f lC t , m)dx = f e-mxB(x, s)dx . (23) 
o o 

Equation (23) can be rephrased as 

B(s, m) = B(m,s) . (24) 

Therefore Bfs.m) is symmetric. 
Using equation (24), equation (17) can be written as 

}}(Q,m) = 1 + \ f n.J^iABinuridn . (25) 

Replacing m with s in equation (25) and substituting this equa­
tion into equation (20) yields 

- , - B(0,w)B(0,s) ,„„, 
B(s.i)i) = : l— (26) 

s + m 
Substitution of equation (26) into equation (25) gives 

nln \ 1 1 ,,/n \ C *>l Jx i>l)B(0, tl) . , 
B(0, m) = 1 -<- TTBW, m) — ! — dn . (27) 

2 ' • „ n + in 

Utilizing the definition of the H function, i.e., Him) = Bf0,m), 
equation (27) becomes 

The expression obtained by adding equation (32) and (33) is 

2 / ' Him)Jxim)dm =r 2 ( Jx(m)dm + 

\ \ f H(m)Jxim)H(n)Jxin)dmdn . (34) 

Using the definition of «o, equation (34) can be reduced to a qua­
dratic equation of the form «0

2 - 4a0 + 4 = 0 or «0 = 2. Thus, 
equation (30) becomes 

1 _ 1 ,"mJx(n)Hin) 
Him) ~ 2 •'„ n + 

dn . (35) 

// 0») = 1 + ^ / / ( » ) —^-——^^dH 
2 •',, » + m 

(28) 

Since equation (28) would converge very slowly on application 
of an iterative technique, another form of the equation is needed. 
Using 

in 
1 -

n + m 
equation (28) becomes 

P 
2 

Him) 

n + m ' 

Him) J Jlin)H(n)dn-

1 . . , N ,• mJx(n)H(n) 
rrlKm l— dn 
2 • n n + m 

Dividing the equation (29) by H(m) yields 

1 
1 - | a f , 

' mJAn)H(n) 
Him) ' 2 ~" 2 •'„ n + m 

where <Y0 is the zeroth moment of the H function 

a„ = /' H{,i)J.(n)d)i . 

dn 

(29) 

(30) 

(31) 

Numer ica l Procedure 
Application of the method of successive approximations to 

equation (35) yields 

0 n + m 

k = 1, 2, 3 . . . (36) 

with initial approximation W-im) = 1. The most complex and 
critical part in each of the iterations is the computation of the in­
tegral term. Since J\(n) is contained in the integrand, i.e., fin) = 
mJ1(n)H(n)/(n + m), the function fin) oscillates slowly about the 
abscissa. Consequently the integral term in equation (36) in each 
half cycle is smaller in absolute magnitude than, and opposite in 
sign to, that of the preceding half cycle. Using Longman's method 
[7] for computing infinite integrals of oscillatory functions with 
Euler's transformation, the present integration can be expressed 
as slowly convergent alternating series 

/' fin)dn ^ f ^-(n)dn -[\\x - V, + U2 - U3 + . . . + V,\ 
0 !l 

(37) 
w h e r e 

U„ = / " \f(n)\dn, U, = | ' \fi)i)\dn, . . . , V, = 
H r2 

j I fin) I dn 

'v1 

and r\, rz, • • • are the roots oiJ\(n) and hence oif(n). 
Since the series (37) is slowly convergent and alternating, ap­

plication of Euler's transformation gives 
S ( - i ) ' r i = i i ' l l - i A v ( 1 + i A 2 r 0 - . . . (38) 

where AV, = V, + 1 - V, and 1»^V, = A"V, . j - A*V,. The series 
on the right side of equation (38) can be shown convergent, when­
ever the original series is convergent. Equation (37) can be writ­
ten as 

f{>i)dn r.fi")dn- \vA 
I) & 

\*Vt-\*Vt + 

«o can be determined by multiplying equation (28) by Ji(m)dm 
and integrating over the interval (0, <=), thus 

(39) 
The H function is singular at n = 0 and decays rapidly in the in­
terval, 0 < n < ri. Thus, the first integral term on the right side 
of equation (39) is broken intoM + 1 subdivisions 

= j H(m)Jx(m)dm - j Jxim)dm f\f(n)dn = j \fin)dn + f''' fin)dn + . . 

'*nH(m)Jx(m)H(n\rx(n) 

n + in 
dndn (32) 

fin)dn . 

(40) 

A Gaussian quadrature of order iVi is used to evaluate the first 
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Table 1 

0.03 
0.01 
0.06 
0.07 
0.08 
0.09 
0.15 
0.25 
0.30 
0.35 
0.10 
0.15 
0.60 
0.70 
0.80 
0.90 
1.50 
2.50 
3.00 
3.5 
1.0 
1.5 
6.0 
7.0 
8.0 
9.0 

15.0 
25.0 
30.0 
10.0 

150.0 
200.0 
250.0 
300.0 
100.0 
500.0 
600.0 
800.0 

1000.0 
2000.0 
1000.0 
6000.0 
Sooo.o 

10000.0 

Radiosity at t he edge of cavity, Him) 
and functions <£(x) a n d ^(x) 
H(m) 

21.1162 
19.1331 
13-6663 
12.0557 
10.8281 
9.86035 
.65388 
.601161 
.06738 
.67180 
.37162 
.13691 
.61860 
.13276 
.26769 
.13715 
.70367 
.12887 
•35812 
.30709 
.26858 
.23850 
.17811 
.15221 
.13281 
.11778 

1.06989 
I.0I155 
I.03I5I 
1.02581 
1.00683 
1.00512 
1.00109 
1.00311 
1.00255 
1.00201 
1.00170 
1.001277 
1.001021 
1.000511 
1.000255 

2*(x) V(x) 

000170 
.000128 

0. 
0.005 
0.010 
0.020 
0.030 
0.010 
0.050 
0.060 
0.070 
0.080 
0.090 
0.100 
0.150 
0.200 
0.250 
0.300 
0.100 
0.500 
0.600 
0.700 
0.800 
0.900 
1.000 
1.500 
2.000 
2.500 
3.000 
1.000 
5.000 
6.000 
7.000 
8.000 
9.000 

10.000 
11.000 
12.000 
13-000 
11.000 
15.000 
16.000 
17.000 
18.000 
19.000 
20.000 

2.01109 
2.01626 
2.05135 
2.06130 
2.07091 
2.08027 
2.08928 
2.09797 
2.10631 
2.11110 
2.12211 
2.12955 
2.16191 
2.18661 
2.20112 
2.21508 
2.22016 
2.20916 
2.18716 
2.15921 
2.12877 
2.O0793 
2.06799 
1.91395 
1.85716 
1.79338 
1.71395 
1.67101 
I.61867 
1.57819 
1.51621 
1.51953 
I.I9687 
1.17729 
1.16011 
1.11185 
1.13117 
1.11879 
1.10751 
1.39716 
I.38762 
1.37878 
1.37055 
I.36286 

1.0000000 
1.0051092 
1.0102312 
1.0205130 
1.0308137 
1.0112219 
1.0516159 
1.0621111 
1.0726250 
1.0831770 
1.0937685 
1.101398 
1.158058 
1.212130 
1.267328 
1.322581 
1.133553 
1.511319 
1.651291 
1.762968 
1.870173 
1.975839 
2.07998 
2.58055 
3.05508 
3-51103 
3.95295 
1.80557 
5.62736 
6.12625 
7.20716 
7.973H 
8.72737 
9.17080 

10.2051 
10.9312 
11.6502 
12.3626 
13.0691 
13-7703 
11 .1661 
15.1580 
15-8153 
16.5287 

proaches unity. Inspection of Table 1 reveals an asymptotic ex­
pression, i.e., 

1.021 
Him) = 1 + (44) 

Integro-differential equation (14) can be expressed as a system 
of ordinary differential equations 

dx -n^B^x) + Hi *(x) 

dBl (x) 
dx 

-i>i,B,(x) +H,Mx) (45) 

=• ~mNBs{x) + H„i>{x) dBN(x) 
dx 

where Bi(x) = B(x,mi) and 

*(x) = S | > t l v ) , B2(x), . . . BN(x)\ (46) 

with initial conditions 

B,(0) = Hf (47) 

The relation S represents a numerical quadrature similar to that 
used to evaluate the H function with N quadrature points: m-i, 
m2 . . . m.v. In order to obtain B(x,m) at even values of m, addi­
tional differential equations must be solved. Evaluating equation 
(14) at m.v,1 = 0.001, m.v t 2 = 0.002, . . . m;V + A- = lOO.Oyields 

1MNA_(X) 

dx 

dBN,i(x) 

dx 

- mSABf,A(x) + HStl *(x) 

-m.V i ,BA V , (x) + HNt2<f>(x) (48) 

subdivision integral, while a Gaussian quadrature of order IV2 is 
used to evaluate the other subdivision integrals and the integrals, 
Vo, Vi, V2, . . . Since the H function decays rapidly near n = 0, 
Ni is larger than JV2. 

Replacing the integral term by the foregoing quadrature of 
order N = Ni + (M + I - l)N2, equation (36) takes the form 

HM()») = 2/F{m ,HX\ IF, >h\ H„k) (41) 

where F represents the numerical quadrature with quadrature 
points ni, n2, n% . . . ra;V and Hib = Hk(ni). In the iterative tech­
nique the most recent values of Hb+1(m) are preferred to those of 
Hk(m) for use in the right side of equation (41). The iterative pro­
cedure is as follows: 

H2" 

2 / F ( m , , / V . H,". H: 

2 / F ( m , . H/* 1 , H,", 

= 2/F(nu, H, H„ 

H^ 

IF" 

H/) 

HN
b) (42) 

/ / /*> = 2/F(mv, Ht
M , H2

M , H^ , . . . H/^ , H,,") 

where mlf m2, m.3, . , . m.v are the quadrature points. The iterative 
process is terminated when the required accuracy of \Hk + 1(m) -
Hk(m)\ < 0.5 x lO"^6 is obtained as all quadrature points. Using 
the final values of Hi, ff2, Hz, . • . ff.v, the H function is computed 
for even values of m from equation (36) as follows: 

Hbii) = 2>'F(m, H, , IF,, H:, • Hs) (43) 

The H-function at even values of m is presented in Tables 1 to 
3. These values were computed after fifteen iterations with the 

'following parameters: d = 0.0001, c2 = 0.0005, c3 = 0.001, c4 = 
0.005, c5 = 0.010, c6 = 0.05, c7 = 0.10, c8 = 0.50. c9 = 1.00, Nj = 
15, N2 = 7, M = 9, / = 11, and N = 162. This process required 
0.4 minutes of CPU time on an IBM 370/165. The relative large 
number of subdivisions (M = 9) was required to maintain accura­
cy at small m values. The H-function decreases with m and ap-

(1B„,K (x) 
dx -mN KBf,tK(x) + HNtK4>(x) 

with initial conditions Bs + iW) = /f.v-ri, B,v + 2(0) = //.v + 2. 
S,V*K(0) = H.\ + K- Equations (45) and (48) represent a system of 
N + K ordinary differential equations. These equations were 
solved numerically with a fourth order Runge-Kutta method 
using a step size of 0.00625 for 0 < x < 0.05, 0,0125 for 0.05 < x < 
1.0, and 0.025 for 1.0 < x < 20.0. This procedure required four 
minutes of CPU time on an IBM 370/165. This amount of com­
puter time is quite reasonable, especially considering the number 
and range of m values. 

The variation of the radiosity, B(x,m), within the cavity is pre­
sented in Tables 2 and 3. The influence of the heat flux distribu­
tion on the radiosity is illustrated by presenting results for vari­
ous values of m. In general, increasing m decreases the radiosity. 
The behavior at the edge of the cavity can be determined from 
evaluating equation (14) at x = 0, i.e., 

dB (x,m) 

dx 
ff(m)[*(0) -m] (49) 

For m < <I>(0) = 1.02054, the radiosity starts rising first at x - 0, 
then upon reaching a maximum, starts to decrease with depth 
into the cavity. For m < 1.02054, the radiosity starts decaying 
right from the edge of the cavity, and continues to decrease with 
depth into the cavity. However for very large m, i.e., m = 100, 
the radiosity rapidly decays near the edge, reaches a local mini­
mum near x = 0.1, increases slowly to a local maximum near x = 
0.4 and then continues to decrease with depth. For m = 50, the 
local minimum occurs near x = 0.2 and the local maximum oc­
curs near x = 0.4. 

When dB(x,m)/dx can be neglected in equation (14) with re­
spect to the other terms and the radiosity can be approximated 
by 

Fix, w) =* H(mH(x)/m . (50) 
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Table 2 Radiosity d i s t r ibu t ion B(x,m) 

4 7 
9 

1 2 

•> 1 5 
i 1 4 

0 
' 8 2 

-> 1 1 1 
7 1 6 6 8 

, - c 6 

^ 1Q 1 r 2 
1 3 

1 ^ 0 37 
4 0 8 

0 4 
f 9 

U 74 
7 il 2 

[ 6 
2 

; L 1 0 33 j 

<• ' I ? 
1 77 

0 1 
1 J 1 

1 7 c 5 
1 » 1 1 1 
16 4 4 1 6 

4 
47 ; 

1 
f 4 

1 617 
1 11 t 

4 n 
J 6 

F t 1 1 1 
1 

1 
4 f c 

1 H 
7 1 4 1 

9 . 0 7 5 9 1 
9 . 1 1 7 7 3 
9 . 1 5 9 6 5 
9 . 2 1 3 7 7 
9.328211 
9 J U 3 0 6 
9 . 4 9 S 2 1 
9 . 5 7 3 6 8 
9 . 6 6 9 * 5 
9 . 7 5 5 5 1 
9 . 6 4 1 8 3 
9 . 9 2 8 4 2 

1 0 . 7 6 4 7 
1 0 . 8 0 5 3 
11 .2484 
1 1 . 6 9 2 5 
1 2 . 5 7 8 3 
1 3 . ' ' 5 3 7 
14 .3127 
1 5 . 1 5 1 7 
1 5 . 9 6 9 0 
16.76,4 4 
17 .53S0 
2 1 . 1 1 3 0 
2 4 . 2 8 3 3 
2 7 . 1 3 4 3 
2 9 . 7 2 3 3 
3 4 . 2 5 6 1 
3 8 . 0 9 2 0 
4 1 . 3 6 5 5 
4 4 . 1 7 2 6 
4 6 . 5 8 6 0 
4 8 . 6 6 3 8 
5 0 . 4 5 3 0 
5 1 . 9 9 2 9 
5 3 . 3 1 6 4 
5 4 . 4 5 1 6 
6 6 . 4 2 2 6 
5 6 . 2 5 0 3 
5 6 . 9 5 2 6 
5 7 . 5 4 5 2 
5 8 . 0 4 1 7 
5 8 . 4 5 5 2 
5 8 . 7 9 3 1 

5 .38909 
5 . 4 1 1 2 3 
5 . 4 3 7 4 1 
6 . 4 7 7 9 1 
5 . 5 2 2 5 8 
5 .567 6 2 
5 . 6 1 2 4 1 
5 . 6 5 7 5 6 
5 .70764 
5 .74826 
5 .70370 
5 .87944 
6 . 0 6 9 6 8 
6 . 5 0 0 2 5 
6 . 5 22 94 
6 . 7 6 7 2 3 
7 . 2 2 1 5 1 
7 .660=7 
8 .10629 
3 .52766 
8 . 9 2 6 8 6 
9 . 3 1 5 3 7 
9 . 6 0 5 0 9 

1 1 . 3 2 9 2 
1 2 . 6 8 3 8 
1 3 - 8 1 4 3 
1 4 . 7 6 6 6 
1 6 . 2 5 0 6 
1 7 . 3 1 6 7 
1 8 . 0 7 8 2 
1 8 . 6 1 6 1 
1 8 . 9 8 1 5 
1 9 . 2 2 2 5 
19 .3684 
1 9 . 4 6 3 2 
1 9 . 4 6 5 0 
1 9 . 6 4 7 7 
1 9 . 4 0 1 7 
1 9 . 3 7 5 8 
1 9 . 2 5 4 6 
1 9 . 1 6 4 3 
1 9 . 0 6 7 9 
1 6 . 9 6 6 2 
1 8 . 8 6 7 2 

2 . 9 4 3 8 7 
2 . 9 5 1 5 4 
2 . 9 5 7 2 3 
2 . 9 7 4 6 6 
2 . 9 9 0 1 6 
3 .0057 3 
3 .02174 
5 .03702 
3 . 0 5 2 7 3 
1.068,40 
3 . 0 8 1 2 ° 
3 .10012 
3 .17959 
3 .25917 
3 .33632 
3 .41654 
3 .5o657 
3 .71267 
3 . 8 4 7 2 8 
3 .97169 
4 . 0 5 5 8 1 
4 . 1 8 9 9 4 
4 . 2 8 4 6 2 
4 . 6 3 " 0 3 
4 . 8 4 7 7 3 
4.C-6217 
5 . 0 1 4 9 7 
5 . 0 1 3 4 6 
4 . 0 4 2 1 1 
4 . 8 4 6 3 6 
4 . 7 4 7 0 2 
4 . 6 5 3 0 6 
4 . 5 6 7 7 8 
4 . 4 9 1 S 2 
4 .42462 
4 . 3 6 5 2 1 
4 . 3 ] 2 5 2 
4 . 2 6 5 5 5 
4 . 2 2 3 4 3 
4 . 1 3 6 4 1 
4 . 1 5 0 89 
4 . 1 1 9 3 4 
4.0O036 
4 . 0 6 3 5 9 

2 . 0 3 1 1 9 
2 . 0 3 1 4 1 
2 . 0 7 1 6 6 
2 . 0 3 2 2 2 
2 . 0 3 2 6 8 
2 . 0 5 3 6 3 
2 . 0 3 4 4 6 
2 . 0 3 5 3 7 
2.036-36 
2 . 0 3 7 4 3 
2 . 0 3 3 6 6 
2 . 0 3 o 7 6 
2 . 0 4 6 6 0 
2 .064=2 
2 . 0 6 3 0 9 
2 . 0 7 1 9 4 
2 . 0 8 0 2 7 
2 . 1 0 4 6 1 
2 . 1 1 6 8 2 
2 . 1 2 5 4 2 
2 . 1 3 0 3 5 
2 . 1 4 1 8 4 
2 . 1 3 0 2 5 
2 . 0 9 0 1 3 
2 . 0 2 4 7 9 
1 .95584 
1 .89160 
1 .78639 
1 .70977 
1 . 6 5 2 6 3 
1 . 6 0 8 9 3 
1 .57432 
1 .54602 
1 .52225 
1 .50136 
1.46.407 
1 , 4 6 8 3 4 
1 .46426 
1 .44106 
1 .47000 
1 . 4 1 9 4 1 
1 .50965 
1 .40062 
1 .39222 

1 .63343 
1 .52597 
I . 6 I 8 0 O 
1 .50414 
1.49004 
1 .47620 
1.46280 
1 .44981 
1 .43706 
1 .42463 
1 .41250 
1 .40066 
1 .36560 
1 .80698 
1.25267 
1 .21500 
1 .14899 
1 .09469 
1.04OQ3 
1 .00988 
0 . 9 7 5 7 6 8 
0 . 9 4 3 7 2 4 
0 . 9 1 8 0 9 8 
0 . 6 2 0 8 4 0 
0 . 7 6 0 2 2 8 
0 . 7 2 0 3 7 0 
O.602309 
0 . 6 5 5 2 2 7 
0 .630800 
0 . 6 1 2 0 3 1 
0 . 5 9 8 9 ° 6 
0 . 5 8 7 6 7 6 
0 .578202 
0 . 5 7 0 0 9 6 
0 .663047 
0 .566627 
0 . 5 5 1 2 7 ° 
0 . 8 6 6 2 8 1 
0 . 5 6 1 7 4 5 
0 . 5 3 7 5 9 8 
0 .533786 
0 . 5 3 0 2 6 2 
0 . 5 2 6 9 3 9 
0 . 5 2 3 9 3 8 

From Table 1 the function <\>(x) first increases, reaches a maxi­
mum at x = 0.4 and then slowly decreases with x. Physically, 
<i>(x) represents the dimensionless radiosity of a rectangular cavi­
ty subject to a nonuniform heat flux of the form l/[2(.r2 + I)3 2J. 
Inspection of Table 4 reveals that increasing m increases the 
range of x values for which this approximation is useful. In gener­
al the accuracy of this approximation increases with depth into 
the cavity. However for very large m, the percentage error first 
decreases, then becomes negative, increases and finally decreases 
with depth. This behavior is consistent with the behavior of ilB/ 
iix, as can be seen from Table 3. 

When m is small, the term mB(x,m) can be neglected in equa­
tion (14), i.e., 
rdB(x,m) 

dx 
The solution of this equation can be expressed as 

— = H(m)$(x) (51) 

B(x, in) = / / ( w ) H v ) 

whe re the function 

Hv) = 1 + /' <Kv'V/.v' 

(52) 

(53) 

is tabulated in Table 1, This function satisfies the following ho­
mogeneous integral equation: 

Hv) Hv)A'(! v I )dy (54) 

which corresponds to Milne's integral equation [6] in gaseous 
radiative transfer. Inspection of Table 5 reveals that the accuracy 
of approximation (52) decreases with m and x. 

Discuss ion 
Ambarzumian's method has been applied for the first time to 

solve a radiant interchange problem. A rectangular cavity 
subjected to an exponentially varying heat flux was analyzed, 
and numerical results were presented for a wide range of parame­
ters. As a result of this investigation, the following comments are 
made concerning Ambarzumian's method: 

1 An integro-differential equation (14) for the radiosity distn-

Table 3 Radiosity distribution B(x,m) for 
m = 5.00, 10.00, 20.00, 50.00, and 100.00 

X 

0 . 
0 . 0 0 5 
0 . 0 1 0 
0 . 0 2 0 
0 . 0 3 0 
O.OiO 
0 . 0 5 0 
0 . 0 6 0 
0 . 0 7 0 
0 . 0 8 0 
0 . 0 9 0 
0 . 1 0 0 
0 . 1 5 0 
0 . 2 0 0 
0 . 2 5 0 
0 . 3 0 0 
0.4-00 
0 . 5 0 0 
0.600 
0 . 7 0 0 
0 . 8 0 0 
0 . 9 0 0 
1 .000 
1 .500 
2 . 0 0 0 
2 . 5 0 0 
3 . 0 0 0 
1 .000 
5 . 0 0 0 
6 . 0 0 0 
7 . 0 0 0 
8 . 0 0 0 
9 . 0 0 0 

1 0 . 0 0 0 
1 1 . 0 0 0 
1 2 . 0 0 0 
1 3 . 0 0 0 
1 1 . 0 0 0 
1 5 . 0 0 0 
1 6 . 0 0 0 
1 7 . 0 0 0 
1 8 . 0 0 0 
1 9 . 0 0 0 
2 0 , 0 0 0 

m - 5 . 0 0 

1 .21138 
1 . 1 9 0 5 3 
1 . 1 6 7 2 7 
1 . 1 2 2 5 3 
1 .08002 
1 . 0 3 9 6 1 
1 . 0 0 1 2 8 
0 . 9 6 1 8 1 8 
0 . 9 3 0 2 1 2 
0 . 8 9 7 3 7 3 
0 . 8 6 6 1 5 3 
0 . 8 3 6 5 0 1 
0 . 7 0 9 1 1 2 
0 . 6 1 0 7 1 6 
0 . 5 3 1 6 2 3 
0 . 1 7 5 7 3 9 
O.39I61O 
0 . 3 1 5 2 0 2 
0 . 3 H 3 9 7 
0 . 2 9 1 1 9 2 
0 . 2 8 1 0 0 8 
0 . 2 7 1 3 5 8 
0 . 2 6 1 0 5 1 
0 . 2 1 2 2 8 8 
0 . 2 2 9 6 6 8 
0 . 2 2 0 8 2 1 
0 . 2 1 1 1 1 0 
0 . 2 0 1 5 1 1 
0 . 1 9 7 7 3 1 
0 . 1 9 2 5 9 7 
0 . 1 8 8 5 1 0 
0 . 1 8 5 1 4 5 
0 . 1 8 2 3 0 3 
0 . 1 7 9 8 5 6 
0 . 1 7 7 7 1 5 
0 . 1 7 5 8 1 8 
0 . 1 7 1 1 2 1 
0 . 1 7 2 5 8 7 
0 . 1 7 1 1 9 2 
0 . 1 6 9 9 1 1 
0 . 1 6 8 7 3 6 
0 . 1 6 7 6 1 6 
0 . 1 6 6 6 3 3 
0 . 1 6 5 6 8 6 

m=10.0 

1 .10575 
I . 0 5 7 3 I 
1 .01129 
0 . 9 2 5 8 7 5 
0 . 8 1 8 6 3 8 
0 . 7 7 8 8 0 0 
0 . 7 1 5 6 5 7 
0 . 6 5 8 5 6 9 
0 . 6 0 6 9 5 8 
0 . 5 6 0 3 0 ? 
0 . 5 1 8 1 2 3 
0 . 1 8 0 0 0 7 
0 . 3 3 7 8 6 1 
0 . 2 5 2 2 5 8 
0 . 2 0 0 7 8 8 
0 . 1 6 9 8 7 3 
0 . 1 1 0 0 7 3 
0 . 1 2 8 ° 1 0 
0 . 1 2 1 2 1 7 
0 . 1 2 1 5 7 8 
0 . 1 1 9 5 7 2 
0 . 1 1 7 7 5 7 
0 . 1 1 6 0 2 7 
0 . 1 0 8 7 0 3 
0 . 1 0 3 5 1 1 
0 . 0 9 9 8 0 0 2 
0 . 0 9 6 9 2 8 6 
0 . 0 9 2 7 3 1 8 
0 . 0 8 9 7 5 0 2 
0 . 0 3 7 1 7 2 8 
0 . 0 6 5 6 5 2 6 
0 . 0 S 1 1 1 ° 2 
0 . 0 8 2 3 7 6 5 
0 . 0 3 1 7 7 8 3 
0 . 0 8 0 8 1 6 9 
0 . 0 7 9 9 6 3 1 
0 . 0 7 9 1 5 8 5 
0 . 0 7 8 5 0 7 1 
c . 9 7 7 8 7 7 9 
0 . 0 7 7 3 0 1 1 
0 . 0 7 6 7 6 9 3 
0 . 0 7 6 2 7 6 8 
0 . 0 7 5 8 1 8 6 
0 . 0 7 5 3 9 0 7 

B(x ,m) 

m=20.0 

1 .05213 
0 . 9 5 7 1 2 5 
0 . 8 7 1 1 7 1 
0 . 7 2 3 0 6 0 
0 . 6 0 1 8 1 1 
0 . 5 0 2 6 1 5 
0 . 1 2 1 1 7 2 
0 . 3 5 5 0 5 5 
0 . 3 0 0 7 1 9 
0 . 2 5 6 2 7 1 
0 . 2 1 9 9 1 7 
0 . 1 9 0 1 0 0 
0 . 1 0 5 7 0 1 
0 . 0 7 5 0 8 0 8 
0 . 0 6 1 1 5 6 3 
O.O6O36IO 
O.0586636 
0 . 0 5 8 2 9 5 1 
0 . 0 5 7 8 1 9 2 
0 . 0 5 7 1 5 8 8 
O.O563Q15 
0 . 0 5 5 5 8 6 3 
0 . 0 5 1 7 8 7 8 
0 . 0 5 1 1 1 2 9 
0 . 0 1 9 0 1 8 7 
0 . 0 1 7 3 2 1 8 
O.OI59902 
0 . 0 1 1 0 3 5 0 
0 . 0 1 2 6 3 7 0 
0 . 0 1 1 5 6 7 0 
0 . 0 1 0 7 1 0 1 
0 . 0 1 0 0 0 1 3 
0 .039H00 5 
0 . 0 3 8 8 8 1 9 
0 . 0 3 8 1 2 7 1 
0 . 0 3 8 0 2 3 5 
0 . 0 3 7 6 6 1 7 
0 . 0 3 7 3 3 1 5 
0 . 0 3 7 0 3 6 1 
0 . 0 3 6 7 6 3 1 
0 . 0 3 6 5 1 1 1 
0 . 0 3 6 2 7 7 7 
0 . 0 3 6 0 6 0 5 
0 . 0 3 5 8 5 7 6 

m=50.0 

1 .02061 
0 . 7 9 9 1 6 3 
0 . 6 2 7 2 1 8 
0 . 3 8 8 7 0 5 
0 . 2 1 1 0 6 0 
0 . 1 5 6 3 6 7 
0 . 1 0 3 2 1 5 
0 . 0 7 1 0 1 2 0 
O . 0 5 1 5 1 I 3 
0 . 0 3 9 7 2 1 2 
O.O326OOO 
0 . 0 2 8 3 1 1 2 
0 . 0 2 2 1 9 1 8 
0 . 0 2 2 2 6 1 7 
0 . 0 2 2 1 3 0 1 
0 . 0 2 2 5 6 5 2 
0 . 0 2 2 6 6 3 0 
0 . 0 2 2 5 7 7 9 
0 . 0 2 2 3 7 1 9 
0 . 0 2 2 0 9 6 6 
0 . 0 2 1 7 8 9 2 
0 . 0 2 1 1 7 1 3 
0 . 0 2 1 1 6 6 3 
0 . 0 1 9 3 8 2 6 
0 . 0 1 8 9 8 1 6 
0 . 0 1 8 3 2 6 2 
0 . 0 1 7 8 1 7 0 
0 . 0 1 7 0 6 7 2 
0 . 0 1 6 5 2 9 6 
0 . 0 1 6 1 1 7 5 
0 .0157870 
0 . 0 1 5 5 1 3 5 
0 . 0 1 5 2 8 1 5 
0 . 0 1 5 0 8 1 0 
0 . O i l 9053 
0 . 0 1 1 7 1 9 2 
0 . 0 1 1 6 0 9 3 
0 . 0 1 1 1 8 2 7 
O . O H 3 6 7 3 
0 . 0 1 1 2 6 1 5 
0 . 0 1 1 1 6 1 0 
0 . 0 1 1 0 7 3 6 
0 . 0 1 3 9 8 9 5 
0 . 0 1 3 9 1 0 9 

m»100. 

1 .01026 
0 . 6 1 6 8 1 3 
0 .378189 
O . I I 5 6 9 6 
0 . 0 6 0 1 9 8 5 
0 . 0 2 8 7 7 5 8 
0 .0172152 
O.OI30316 
0 .0115086 
0 . 0 1 0 9 7 1 1 
0 .0108030 
0 . 0 1 0 7 6 1 1 
0 . 0 1 0 8 9 0 5 
0 . 0 1 1 0 2 2 5 
0 . 0 1 1 1 1 8 0 
0 . 0 1 1 1 7 9 8 
0 .0112173 
0 .0111671 
0 . 0 1 1 0 6 0 6 
0 .0109218 
0 .0107686 
0 .0106127 
0 .0101608 
0 . 0 0 9 8 2 9 8 8 
0 . 0 0 9 3 8 8 1 8 
0 . 0 0 ° 0 6 1 1 9 
0 . 0 0 8 8 1 3 6 5 
0 . 0 0 8 1 1 3 9 5 
0 .00817867 
0 .00797519 
0 .00777592 
0 .00767683 
0 .00756219 
0 . 0 0 7 4 6 3 1 3 
0 . 0 0 7 3 7 6 2 3 
0 .00729908 
0 .00722989 
0 .00716730 
0 .00711026 
0 . 0 0 7 0 5 7 9 5 
0 .00700972 
0 . 0 0 6 9 6 5 0 2 
0 .00692312 
0 .00688156 
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Table 4 Percentage error in t he approximat ion , 
H(m)$(x)/m, to t he radiosi ty 

Table 5—Normalized radiosity, B(x,m)/H{m) 

\[B(x,m) - H(m)*(x), 
m = 2 m = 5 m = 10 

m}/B(x,m)\ X 100 
m = 2 0 m = 50 m = 100 

0 .06 
0 .08 
0 .10 
0 .15 
0 .20 
0 .25 
0 .30 
0 .40 
0 .60 
0 .80 
1.00 
2 .00 
5.00 
10 .0 
2 0 . 0 

4 4 . 5 
4 3 . 1 
4 1 . 7 
3 8 . 4 
3 5 . 4 
3 2 . 6 
3 0 . 1 
25 .9 
2 0 . 1 
16 .4 
13 .7 

6 . 3 
1.6 
0 .66 
0 .28 

7 3 . 6 
7 1 . 4 
6 9 . 1 
6 3 . 0 
5 6 . 5 
4 9 . 9 
4 3 . 5 
3 1 . 7 
15 .5 

8 .0 
4 . 9 
1.8 
0 .59 
0 .25 
0 . 1 1 

8 2 . 4 
7 9 . 1 
7 5 . 5 
6 4 . 6 
5 2 . 1 
3 9 . 3 
2 7 . 9 
12 .4 

2 . 7 
1.6 
1.5 
0 .84 
0 .29 
0 .13 
0 .05 

8 4 . 5 
7 8 . 3 
7 0 . 5 
46 .2 
2 3 . 4 

9 .6 
3 .5 
0 .44 
0 .50 
0 . 7 1 
0 .72 
0 .43 
0 .14 
0 .06 
0 .03 

69 
45 
23 

1 
- 0 . 2 3 
- 0 . 2 9 
- 0 . 1 9 

0 .003 
0 .22 
0 .29 
0 .29 
0 .16 
0 .06 
0 .02 
0 .01 

18 .7 
2 . 7 
0 .07 
0 .27 

- 0 . 2 1 
- 0 . 1 4 
- 0 . 0 8 

0 .01 
11 
15 
14 

0 .08 
0 .03 
0 .01 
0 .005 

button was developed. This equation was quite useful in analyz­
ing special cases, i.e., m small or large. 

2 The radiosity at the edge of the cavity was shown to satisfy 
a nonlinear integral equation which is readily solved by iteration. 
Thus, the radiosity at the cavity's edge was determined without 
determining the entire radiosity distribution. 

3 Using a numerical quadrature, the integro-differential equa­
tion was converted into a system of ordinary differential equa­
tions of the initial-value type. Once the H function was deter­
mined, the numerical solution for the radiosity was direct not re­
quiring an iterative approach. 

4 Taking into account the number and range of m values con­
sidered, the computational time required was quite reasonable. 

5 While the exponential varying heat flux was essential to the 
method, solutions can be found to other heat flux distributions 
which can be related to an exponential term, i.e., equation (13). 

While Ambarzumian's method has been successfully applied to 

B(x,m)/H(m) 
7ra = 0 m = 0.001 m = 0.010 m = 0.05 OT = 0 . 1 0 
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1.0 
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10 .0 
15 .0 
2 0 . 0 

00000 
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01023 
05165 
10440 
54435 
07998 
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0691 
5287 
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00510 
01022 
05159 
10429 
54371 
07844 

5.61017 
9.41589 

12.9582 
16.3444 

.00000 

.00506 

.01013 
1.05113 
1.10335 
1.53802 
2.06463 
5.45839 
8.93971 
12.0129 
14.8010 

1.00000 
1.00486 
1.00973 
1.04908 
1.09915 
1.51299 
2.00455 
4.84414 
7.16695 
8.76225 
9.88297 

1.00000 
1.00461 
1.00923 
1.04653 
1.09393 
1.48235 
1.93237 
4.19704 
5.55900 
6.19776 
6.47793 

a rectangular cavity with a prescribed heat flux, the general ap­
plicability of the method to other physical situations must await 
further investigation. However, it should be pointed out that in 
gaseous radiative transfer studies Ambarzumian's approach has 
been successfully applied to many different situations. The au­
thors are currently extending the method to other boundary con­
ditions and geometries. 
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Laminar Film Condensation on 
Nonisothermal and Arbitrary-Heat-Flux 
Surfaces, and on Fins 
The class of two-dimensional laminar film condensation problems with variable wall-
subcooling, for which the full boundary' layer equations admit similar solutions, is identi­
fied. The solutions of this problem reveal the limitations of the simple Nusselt-Rohsenow 
method when it is employed to deal with nonisothermal wall problems. The Nusselt-
Rohsenow method is used to treat a wide spectrum of variable wall termpeature prob­
lems, and results are compared with the exact solutions. Problems in which the heat flux 
is arbitrarily specified are considered. Variable wall termperature problems involving ax-
isymmetric bodies and arbitrary variations of gravity are also included. Finally, conden­
sation on fins of various configurations is also treated. 

Introduct ion 
Considerable work has been done on laminar film condensation 
from isothermal surfaces since the earlier work of Nusselt [ l]1 and 
Rohsenow [2], The later work has amply documented the validity 
of neglecting inertia in condensation problems, and has thus sup­
ported the Nusselt-Rohsenow theory. Sparrow and Gregg's [3, 4] 
full solutions of the boundary layer equations verified it for the 
isothermal vertical wall and horizontal cylinder. Yang's [5] full 
solution verified our solution for the isothermal sphere [6] based 
on the Nusselt-Rohsenow theory. We provided both the simple [6] 
and the full [7] solution for the isothermal rotating plate. 

In these cases, the simple theory generally proved accurate 
within about 2 percent or less, as long as the Prandtl number, Pr, 
was on the order of unity or greater, and 2 c,,AT/hfg was less than 
unity. Almost all cases of practical interest which are excluded 
from the reach of the simple theory cannot be treated by the 
boundary layer theory either. When Pr « 1, such problems as 
temperature discontinuities across the liquid-vapor interface 
arise. When Cp\Tjhlg is large, the film is more apt to become 
ripply or turbulent. 

In discussing [4], Seban suggested that condensation on non­
isothermal walls could be treated by the Nusselt-Rohsenow 
method if a weighted average were used for the temperature. 
Denny and Mills [8] pursued this idea in 1969. They integrated 
the full boundary layer equations numerically for power law vari­
ations of wall temperature, taking into account variable fluid 

1 Numbers in brackets designate References at end of paper. 
2 Symbols not explained in the text are ones in common use. They are 

defined in the Nomenclature section. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, June 28, 1973. Paper No. 74-HT-R. 

properties and interfacial drag. They used these results to find an 
effective temperature at which fluid properties should be evalu­
ated. This temperature, when used in the Nusselt-Rohsenow 
theory, gave heat transfer results within 2 percent of their numeri­
cal results for AT both increasing and decreasing with distance 
from the leading edge. This approach tended to average out de­
viations of the Nusselt-Rohsenow theory from the exact solutions, 
and it did not provide any bounds for the applicability of the 
Nusselt-Rohsenow theory to nonisothermal wall problems. 

In 1966, Yang [9] also considered condensation on nonisother­
mal plates in a brief note. He developed a complex scheme for 
solving the boundary layer equations, but discusses numerical re­
sults only in qualitative terms indicating that some deviations 
from the Nusselt-Rohsenow results do occur. 

The aim of this study is to find how well the simple Nusselt-
Rohsenow theory applies to nonisothermal wall problems. We do 
this by solving the full equations for a class of variable wall tem­
perature problems which admit similar solutions. This analysis 
will also help in identifying any distortions in the temperature 
profile caused by varying temperature. 

Working within the range of applicability of the simple Nus­
selt-Rohsenow theory, we obtain a closed analytical solution for 
situations in which the heat flux at the wall is specified indepen­
dently. We also do this for variable AT configurations in which 
the gravity, g, may depend on x, as well as axisymmetric bodies 
whose radius of curvature, R, depends upon x (see Fig. 1). 

Finally we shall deal with fins heated by condensation. Fins 
present a special problem in that AT is not independently speci­
fiable. Instead, A7' is determined by the thermal properties and 
the configuration of the fin, and by the heat transfer coefficient, 
h, which itself depends upon AT. Fins would be very hard to deal 
with, were it not possible to use the simplified theory. 
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X-O.J y=o 

H dT __ H_ HT 
i)y b.v d.v by 

The boundary conditions are 

T = Tjx) at v = 0 ; T = r. at v 

Sparrow and Gregg's similarity transformation 

r v .,, > T. 
F(TJ) 

4ac.v X i l 1 = m) 
r 

AT(.v) 

(3) 

(4) 

(5) 

a) vertical plate ( R -~rc) or vertical cylinder b) axi- symmetric body 

Fig. 1 Configurations considered in the arbitrary AT(x> and q(x) analy­
ses 

Formulat ion of The Boundary Layer Equat ions For 
Condensat ion on a Vertical P la te With \T(x) 

The conventional equation of motion for condensation is ex­
pressed in terms of the stream function, \ji, as 

where c = [gcp(p; - p^jpi/ipkl1 4 gives for the equation of motion 

F"< + - 5 - | 3 F " F - 2 F ' 2 ] + 1 = 0 (6) 
Pr 

with boundary conditions 

F(0) = F'(Q) = 0 ; F"(rh) = 0 

where ris is t; evaluated at y 
energy equation becomes 

<7 In .v 

with boundary conditions 

0(0) = 1 ; 9(ilt) = 

0 ; F"(n s ) = 0 (7) 

5. Under this transformation, the 

ft" = 0 

0 

(8) 

(9) 

by dxdv 9.V tn75 
g(.v)(p, - pe) 

P/ 
+ Jt ^ (!) 

P/ '»V 

The flow configuration that this equation describes is shown in Fig. 
1(a) (with a radius of curvature, R, approaching infinity). The 
boundary conditions are: 

a * 
3v dx 

0 at 0: 
d'i!j 

0 at v 6 (2) 

where the last condition says that the motion of the condensate 
at the liquid-vapor interface induces no significant drag on the 
vapor. This assumption was proved to be reasonable by the work 
of Chen [10]. 

The energy equation can be written in boundary layer form as 
long as axial conduction is negligible. This will be the case since 
P r > 0 ( l ) . 

It is interesting to note that arbitrary variations of gravity, g(x) 
could easily be incorporated in this analysis. Just as this formula­
tion is identical with that of Sparrow and Gregg [3] except for the 
added term 4(dln£T/dlnx)6F' in the energy equation; so too 
would the treatment for variable g(x) and AT(x) be identical with 
our recent variable-gravity treatment [7J except for the addition 
of the same term in the energy equation. 

Simi lar Solut ions For The Vertical P la te With AT(x) 
The derivative, dlaST/dlnx, will be independent of x as long as 

d T ~ xm, where m is any constant. Accordingly similar solutions 
exist if 

^I=(_-f 
AT0 L 

where A7o is a constant "characteristic" temperature difference 
and L is the length of the plate. In this case equation (8) becomes 

(10) 

•Nomenclature" 

A - cross-sectional area of a fin 
B = normalized Nusselt number, 

(no) x'^rnirjh^ 
C = constant multiplier defined 

in the context of equation 
(33) 

c = kffipi• - pgkp/^k]14 

cp = specific heat of condensate 
D = diameter of a horizontal 

cylindrical fin 
E = constant defined by equa­

tion (35) 
F = dimensionless stream func­

tion, i/-/4«cx3 4 

, g(x) = gravitational acceleration, 
considered to be constant 
unless the x dependence 
is noted, 

geft = an effective g for use in the 
Nusselt-Rohsenow ap­
proximations, defined by 
equation (28) 

h = heat transfer coefficient 
hfg = latent heat of vaporization 

hfg' = h/g corrected to include sen­
sible heat of subcooling in 
the film: equal to hfg + 
0.68 c„AT 

k = thermal conductivity of con­
densate 

ks = thermal conductivity of fin 
material 

L = length of condensing surface 
and/or length of fin 

I = height of a horizontal blade-
shaped fin 

m = exponent of power-law tem­
perature dependence 

Nu* = local Nusselt number, hx/k 
P = perimeter of the cross sec­

tion of a fin 
Pr = Prandtl number of the con­

densate, p Ipsa 
q = heat flux from condensate 

to wall 
R = radius of curvature of an 

axisymmetric body 

(= temperature; subscripts de­
note temperature of wall, 
saturated condensate, and 
root of a fin, respectively 

x = distance along wall in the 
direction of condensate 
flow, measured from the 
leading edge 

y = distance normal to wall 

measured from its surface 
z = distance along the axis of a 

fin (equal to x in the case 
of a vertically oriented 
fin) 

a = thermal diffusivity of con­
densate. k/prCp 

l\ = rate of mass flow of conden­
sate per unit breadth 

AT = difference between satura­
tion temperature and wall 
temperature 

A 7,
0 = a characteristic temperature 

difference (see equation 
(10)) 

= z/L 
= similarity variable, cv/'x1 4; 

subscript denotes c j /x 1 ' 4 

= condensate film thickness 
(7;a , - T) / (7 ; a l - T,,), 

where Tu. is replaced by 
Tr in the fin problem 

P = viscosity of condensate 
Pf,Pn = densities of condensate and 

saturated vapor, respec­
tively 

4- = stream function in conden­
sate 

' ' ' s 

H = 
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Fig. 2 Temperature variations for which similar solutions exist 
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Fig. 3 Temperature distribution in the condensate film 

-A»i9F' -*- ZF9' + 6" = 0 (11) 

The boundary-layer formulation requires that dT/dx < AT/6. 
In this case this requirement reduces to 

Nuv (12) 

Thus, the solutions (like any boundary layer results) will be in­
valid close to the leading edge. Equation (12) also poses a warn­
ing against applying the solution for very large values of m. 

The dimensionless film thickness, rjj, is obtained from an ener­
gy balance. Equating the heat transfer to the film with the energy 
carried out by the film, we get Sparrow and Gregg's expression 

6 

dy 
(13) dx = pfhfg j ttdx + PfCpJ n(Tali - T)dy 

Substituting dimensionless variables and using equation (11) we 
get from equation (13) 

4L»I 6>'(0) __ B'iri;, 

9 Fivt) 
c^T(x) 

12»i 

ini 

ZFbn) 3F(r)6) 
/ 9F'drj\ 

(14) 

All of the preceding expressions reduce to those of Sparrow and 
Gregg for m = 0, the isothermal case. 

The computational procedure is now as follows: Solve equation 
(6), using any Pr of interest, subject to boundary conditions (7) 
for an assumed value of tjj.Use the resulting function, F, in the 
numerical evaluation of 8 from equation (11), subject to boundary 
conditions (9). Then use the results of these calculations in the 
RHS of equation (14) and compute the value of cpAT(x)/h/g 

which corresponds to the assumed rig. 
This procedure has been carried out for the temperature varia­

tions shown in Fig. 2. These include m's from - 3 4 up to +5. In­
spection of equation (14) reveals that when m = -3/4, cpAT(x)/ 
hfg is infinite for any choice of n . For m < -3/4 it turns out that 
only negative values of cp\T(x) fhfg result. The reason is that 
&T(x) approaches infinity too rapidly as x approaches zero. Con­
sequently the vapor film is required to acquire infinite thickness 
immediately. Therefore the present solutions are limited t o rn > 
-%. 

Heat transfer results can be obtained easily once 8 has been 
evaluated since 

, 1 bT 
= -k 

y=0 

a e a?? , 

95] 33' ,=o 

kc 
e'(Q) (15) 

Using the definitions of c and of the local Nusselt number, Nux = 
hx/k, in equation (15) we obtain 

Nux = -0 ' (O) 
/cp^T(x) r gpf(pf - pg)hf/.x 

4lJ.k&T(x) 
(16) 

But the term in square brackets to the \ power includes the solu­
tion for the isothermal plate with cpAT0/hfg small, i.e., 
(X/L)™<HNUX)±T , A-ro.Thus 

Nuv 

(x/Lr^im,), 
e'(0) 

Vc.ATCr) 
(16a) 

Fig. 3 shows the calculated dimensionless temperature distribu­
tions for three values of m (-%, 1, and 5), two values of Pr 
(1 and 100), and wide variations of values of cp&T(x)/hfg. We are 
fortunate to find that, as in the isothermal-wall configurations, 
there is little deviation from linearity for cpAT(x)/hfg < 0.1. 
However, it should be noted that the curves do not asymptotically 
approach a linear profile. Rather, they retain a little curvature 
even at very small values of cp\Tjhlg. This will cause the limit­
ing heat transfer coefficients to deviate slightly from those given 
by the Nusselt-Rohsenow theory, particularly for m < 0. 

Fig. 4 shows the variation of the normalized local Nusselt num­
ber with3 cpt\T(x)/hfg. This plot is awkward in one respect: for 
any arbitrary value of cp±To/h/e, the curve gives different results 
at different positions, x/L, along the plate. However, as was true 
for the isothermal cases, the Nusselt number becomes virtually 
independent of cpi\T(x)jhlg when cpAT(x)hfg is small. We see 
from the figure that "small" can generally be considered as less 
than 0.1 which is still substantial in terms of practical applica­
tions. Finally we define 

L imi t 

hf. 
~ 0 f-e'(0) —£-, — I = a constant , B (17) 

This constant is plotted as a function of m in Fig. 5. 

3 cp\T(x)/hle is plotted on a logarithmic abscissa only for convenience of 
presentation. No physical significance is implied tor the nonlinear scale. 
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The Nusse l t -Rohsenow Theory For General 
Nonisothermal and Arbi trary-Heat -Flux Surfaces 

General Considerations. The heat flux, q, during condensa­
tion from any body can be expressed as kA T/6 in accordance with 
Nusselt's assumption that T varies linearly with y. Whether or 
not AT varies with x, q can still be written as 

k 
AT 

6 <ix 
(18) 

The quantity hfg' is Rohsenow's corrected latent heat and it is 
equal to hlg (1 + 0.68 cpAT/hf§) where cp is the specific heat of 
the condensate. And Fc is the mass flow rate per unit breadth. 
For r c , the Nusselt-Rohsenow theory gives 

SP/JPf 
3 p. 

Jk ) 6 3 (19) 

Substituting equation (19) in (18) and integrating the result we 
obtain 

6 = | 
4 l.ik AT 

gpf(pf -•iig)h,s \ 1 + 0.mcpAT/hf 
- dx (20) 

P^' ' "fe 

Since 0.68 cpATjhlg is seldom large enough to be of importance, 
AT in the denominator of the integral can generally be approxi­
mated with an average value^say (f:^ATdx)/x for example. Ac­
cordingly the denominator in the integral in equation (20) can 
usually be removed and h,g replaced with an h,g' based on the 
average AT. This approximation will he used in the following ap­
plications: 

The Vertical Flat Plate With Arbitrary Wall-Temperature. 
In this case, 5 is given by equation (20) which, if hlg is approxi­
mately constant, becomes 

4/iA'/ AW.t 
j 

SP/ipf - Ps)lif/._ 
and, since the local Nusselt number, Nux, is equal to x/i, 

Nu r 
gpf(pf ~ pe)hf/!' 

4 / iA ' (4 - / ATdx) 
x J„ 

For AT = AT0(x/L)m we obtain from equation (22) 

N u v = (HI + 1 ) 1 / 4 SPfJPf ~ Ps^'ft'^ 

(21) 

(22) 

(23) 4juA'ATCv) 

This expression breaks down for m < - 1 , just as the exact solu­
tion breaks down at m = -%, since the film becomes infinitely 
thick at the leading edge. For other values of m, we compare the 
approximate and exact expressions in Fig. 5 as follows: 

1.75 
1.67 — 

1.50 

1,50 

1.0 

1.0-

0.76 • 
m= - 0 , 5 

Pr=IOO-

Fig 

Pr = l ' 

I I I I I I I I I I I I I I I I I 
0.0 i 0.1 1.0 

c p A T ( x ) / h f g 

4 Influence of Pr and film subcooling on heat transfer 

(Nu, (m+ l ) 1 " 

tf'(O) fF^fJxVhJ, 
(», 1) 

B 
(24) 

( N U , ) , , ^ , 

Fig. 5 shows that for negative m's (i.e., for infinite AT at x = 0) 
the Nusselt-Rohsenow theory deteriorates. It is completely invalid 
for m < -%, but for m > -0 .4 it is accurate within ± 6 percent. 
The error increases slowly with increasing positive values of m. 
This observation is consistent with Denny and Mills [8j results. 

Two cautions must be observed with regard to cpAT/hfg in 
using the simple theory. 1 Equation (24) is based on the use of 
hfg in both Nusselt numbers. Actually (Nu I)NlIS8e l , is based on 
hfg and will accordingly be slightly higher. Thus the simple theo­
ry will be a little more accurate than Fig. 5 suggests, when AT' in­
creases with x. 2 Equation (24) is valid for "small" cpA'T(x) jhfg. 
While "small" generally means less than about 0.1, the reader 
should look at Fig. 4 to see if a given cPAT(x)/h/g is in the as­
ymptotic range for a given m. 

Finally, we should note that the power-law axial variations of 
AT(x) generally pose a severe and a varied test of the simple 
theory. But the simple theory fails only as the film approaches 
infinite thickness at x = 0. We can thus proceed to apply the 
simple theory to other AT's for which similar solutions do not 
exist. 

The Vertical Flat Plate With Constant Heat Flux. Here we 
wish to pick AT(xj so that q = k\T/& = constant. Using equa­
tion (21) it is easy to see that the correct variation is A7' = 
XWa/L)1 3 . T h u s " 

6 
3uA'AT„.v4 

gP/iPf Pf)!ife' 
and 

N l , _ r SPiiPj^zJ^hil^l 

(25) 

(26) 

27) 

3fxA-A7'„ 

The exact solution gives for the constant-heat-flux case 

(Nuv)e x a c l = 1.023 (NuJ N u s s e l t 

General Axisymmetric or Plane Body With Arbitrary Varia­
tions of Wall-Temperature, Gravity, and/or Curvature, R, 
With x. In 1971, we [6] showed how to generalize the Nusselt-
Rohsenow problem for all the foregoing variations except wall-
temperature. (Fig. 1 shows the configurations implied by these 
variations.) The inclusion of AT(x) in that formulation is straight 

exact (m-H) 

Nusselt 

Generally valid 

for small C p A T U l / t i f q 

= B 

L / ^ 

-I 0 I 2 3 4 5 

Exponent of temperature depenaenoe, m 

Fig. 5 Variation of local Nusselt number for the similar solutions, and 
lest of the simple Nusselt-Rohsenow theory, as a function of m 
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Fig. 6 Fin configurations in the present study 

forward and it yields equations (21) and (22) except in that the 
gravity term g/J'o ATdx must be written in terms of an effective 
gravity, geff, defined in such a way that 

(gRyi/3 
Seff 

f ATdx J ATglr3Ri,3dx 
(28) 

The Vertical Flat Plate With Arbitrary Heat Flux, q(x). 
We integrate equation (18) again using equation (19) and obtain 

3 /-i / qdx 

J 
gP/(P/ ~ l>eV'fe' 

(29) 

The resulting temperature difference can then be obtained imme­
diately by using: ATl'x) = (q/k)&. Finally, the Nusselt number in 
this case is: 

N U v = £ = [ MAP.L.^£A}!!II1I1 

3 JU J (jdx 

(30) 

where 6 = r'/'8at - T)/(TM - Tr), f = zjL, and L is the length 
of the fin. This expression is true when the Biot number, hl/k.i or 
h(AjP)jks, is small. We shall use two boundary conditions: 

ad = o) 1 ff'U 1) 0 (32) 

The latter condition is strictly correct for fins insulated at f = 1. 
However, when it is used for fins that are uninsulated at .(" = 1, it 
introduces less error than the approximation 0(1) = 0. 

Three fin orientations, shown in Fig. 6 will be treated. The 
first, the horizontal fin, is not a variable AT problem of the type 
we have been discussing, since AT is constant in the x direction. 
But the upward and downward pointing fins do involve AT varia­
tions in the x direction. 

The Horizontal Fin. The average heat transfer coefficient for 
the horizontal fin is given by the Nusselt-Rohsenow theory as 

/, _ c\ EPjlPL^PilL'Uit 1 ' " ( A ) 0 3 , 
l m - C 1 4iik&T(z) ' [ I ' U J ) 

where C is a constant which depends upon cross section. For a 
blade-shaped section, it is 1.075. For a circular cross section 0 = 
0.959 and the diameter, U, should replace / in the bracketed 
term. For any other cross section, C and the characteristic dimen­
sion will change. 

Substituting equation (33) in equation (31) gives: 

w h e r e 

d'e , . 

r - r h PLi \ SPfJPf - Pe)ll/e'L3 1 ' 
A\, 1A ' 4)xf(Tslt-Tr) 

(34) 

(35) 

We have solved equation (34) numerically, subject to the bounda­
ry conditions (32). In each case value of 0'(O) was guessed and 
then iterated until the condition $'(l) = 0 was satisfied. The re­
sults are given in Fig. 7 for 5 < £ < 100. When E < 10, the condi­
tion B'{\) = 0 is no longer a good approximation unless the tip ac­
tually is insulated. However, such a fin is far too short to achieve 
much heating of the wall. When E > 10 there is less than 3 per­
cent residual temperature at the tip and even if there is still a lit­
tle heat flow into the tip, ff'(l) will be small. Furthermore, if E » 
10 there will be a length of the fin, almost at T s a t . which serves 
no purpose. 

Accordingly a good fin design is one for which E = O (10). For 
steam at 1 atm condensing on a cylindrical copper fin, we obtain 

£ - 50£ 2 /D 5 / ! ( "£ s a t - Tr)
lli = O(10) 

where L and D are in feet and (T sa , - TV) is in deg F. For a 16 deg F 
temperature difference, a % in-dia fin would accordingly function 

These results are equivalent to equations (25) and (26) for con­
stant q. 

Fins Heated by Condensat ion 
General Considerations. Much attention has been given to 

the design of fins cooled by boiling heat transfer. This work has 
been reviewed by Westwater [11]. Since the relation between q 
and AT is usually only known empirically that problem must be 
treated numerically. 

Condensation, which yields h's comparable to those for nu­
cleate boiling, can also be used very effectively to heat a fin. And 
since h's are known analytically, the analytical design of a fin is 
possible, albeit potentially difficult. However the fact that the 
Nusselt-Rohsenow analysis is valid for most AT(x), vastly simpli­
fies the design. 

We shall only consider fins of constant cross-sectional area. A, 
and perimeter, P, for which the fin equation is 

1.0 

dc 
IrPL^ 
k,A 

(31) 
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Fig. 7 Temperature distribution along the axis of a horizontal fin 
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best as a fin if it were only about \ in. long. 
The Vertical Fin. In this case the formulation is the same as 

for the horizontal fin except in that 8 is introduced into the heat 
transfer coefficient as suggested by equation (22). Consequently 
we obtain the following differential equation in place of equation 
(35): 

(1-9 

J? 
E6 

T A (36) 

/ e(-Q)dt\ 

The boundary conditions on equation (36) are 

0(0) = 1. f)'(l) = 0 if the root is on top 

0(1)= 1, 0'(O) - 0 if the root is on the bot tom (37) 

In this case the constant, C, which is contained in E, is always 
equal to unity, and the characteristic length / is replaced with L. 

Equation (36) was again integrated and made, by trial and 
error, to fit both sets of boundary conditions (37). The results for 
both the upward and downward pointing fins are plotted in Fig. 
8. As was also true for the horizontal fin, the vertical fins with 
practical utility are the ones for which E = O (10). The tempera­
ture profiles for upward and downward pointing fins differ only a 
little from each other and from those for horizontal fin. 

Finally we note that the curves in Fig. 8 show temperature 
variations with z that are not unlike those in Fig. 2. They involve 
no pathological behavior—no discontinuities or locally infinite 
temperatures. Accordingly we do not expect more than 6 percent 
error in Fig. 9. 

Fin Effectiveness. The overall heat transfer to a fin is given 
bv 

(/A 
; «.v i 

4 ( r s a t -Tr)6'(t = root)) (38) 

0.5 -

0.5 

0 0.5 

Ax ia l posi t ion , £ = x / L 

Fig. 8 Temperature distribution along the axis of upward and downward 
pointing vertical fins 
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Fig. 9 The "effectiveness" for three condensing fin configurations 

The overall heat transfer to the same fin, if it were maintained at 
a constant temperature, TV, would be 

fc««(T„, - Tr)(PL) = - ~ M ( r M t - Tr) ^ ~ - E (39) 

Accordingly the "effectiveness' of the fin, defined as the ratio of 
these quantities, is 

e f fec t iveness 
C 

1.075 
<9'(f = r o o t ) / £ (40) 

The effectiveness of the present fins is plotted in Fig. 9. Here 
we see that the effectiveness falls off rapidly with E. It turns out 
that a well designed fin is about 40 or 50 percent effective. It is 
convenient to note that the heat flux from the wall at the base of 
a fin can be expressed as: 

(/root — 
1.075 * s ( T s a t -Tr) 

-E (effect iveness) (41) 
C L 

It should be recognized that we have only scratched the surface 
of the condensing fin problem. A vast number of important situa­
tions and problems remain to be done—fins of variable cross sec­
tion, the problem of optimization, sloping fins, etc. The execution 
of such problems is, by and large, a matter of patience and avail­
able computing money, once it has been shown that the simple 
Nusselt-Rohsenow theory can be used. We have solved the three 
most obvious configurations to emphasize that, as a result of our 
similarity solution, the simple approximation is valid and that 
such fin problems therefore lie within easy grasp. 

Conclusions 
1 The boundary layer equations for condensing flow are for­

mulated for vertical nonisothermal walls. These equations have 
similar solutions for AT = ATQ(x/L)m where m > -%. The com­
parable problem with variable g, and for axisymmetric bodies, is 
also briefly formulated. 

2 The exact solution for the boundary layer equations gives 

N u = B [ I M £ V J L £ ^ £ ! ] , / 4 

1 x l 4/ifrATo J 

where B varies with m as shown in Fig. 5. If cpAT(x)/h!g is large, 
then B should be replaced with -f?'(0) "\fcpAT(x)fhfg as given by 
Fig. 4. This solution is restricted to Nux » m. 

3 The Nusselt-Rohsenow theory is within 6 percent of the 
exact solution for m > -0 .4 , as long as cpAT(x)/h/g is not large, 
It should also apply to other variations of AT as long as they do 
not lead to { = » anywhere. For the vertical wall the simple 
theory gives 

NUr = \MARiJLpllLiilA] 
4 ilk J ATcfx 

where h/g' is based upon an appropriate average AT. 
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4 A T = ATofx/L)1'3 yields a cons tan t hea t flux at the wall . 

5 T h e Nusse l t -Rohsenow vert ical-wall result for \T(xj can be 
used wi th g = g(x), a n d / o r ax i symmet r i c bodies with R = R(x), 
by replacing g with 

(gR)in (\Tdx 

g,ff= — J — ^ 

' o 
6 T h e Nusse l t -Rohsenow vert ical-wall result for a rb i t ra ry q is: 

Nu . = [ g P / < P f ~p')hf'x3 | ' / 3 

3 \x j (jdx 
' o 

7 T h e present work simplifies the design of fins hea ted by 
condensa t ion . Such design is i l lus t ra ted in th ree examples . T h e 
effectiveness of such fins is inherent ly low. 
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Prediction of Momentum, Heat 
and Mass Transfer in Swirling, 
Turbulent Boundary Layers 
The paper presents the outcome of finite-difference calculations of turbulent flow near 
spinning cones, disks, and cylinders. The turbulence model used is a version of the mix­
ing-length hypothesis in which the mixing length which would prevail in the absence of 
swirl is made a linear function of the local "swirling flow" Richardson number. Agree­
ment with available experimental data for these geometries is generally good. At high 
swirl rates, however, a few systematic differences between experiment and calculation 
become evident which are probably attributable to the nonisotropic nature of the effec­
tive viscosity in such complex strain fields. 

Introduct ion 
There are numerous practically important flows in the fields of 

turbomachinery and space projectiles where a fluid stream flows 
over a body rotating about its axis of symmetry. The rotating mo­
tion of the body generates shear stresses within the fluid impart­
ing a swirl component of velocity in the flow. When, as is usually 
the case, the flow near the body is turbulent, appreciable augmen­
tation of the turbulence energy may be caused by the interaction 
of the stress-strain fields arising from swirl. Sometimes, it is 
known [l]1 that the swirl will appreciably modify the length scale 
distribution, too. 

How well do existing models of turbulent motion account for 
the observed behavior of turbulent flow past rotating surfaces? 
The question is large and one to which only a partial answer is 
attempted here. 

Prandtl's [2] mixing length hypothesis (MLH) provides the 
simplest physical basis for turbulent flow computations. While it 
is now surpassed in generality by newer, more elaborate models 
which calculate the turbulence energy and dissipation rate 
throughout the flow [3], the MLH has proved to be extremely re­
liable for predicting boundary layer flows on stationary walls. 
Moreover, by virtue of its simplicity, its use in numerical solu­
tions of the boundary layer equations is very economical of com­
puter time. 

The present contribution provides numerical predictions of sur­
face friction and heat and mass transfer for several flows over 
spinning cones, disks, and cylinders, based on a version of the 
MLH which is known to provide accurate predictions of boundary 
layers on plane surfaces. Our aim has been to determine what 
level of predictive accuracy may be expected with the model and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for Publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, October 9. 1973 

to discover in what aspects the model requires improvement (or 
replacement) to bring entirely satisfactory agreement. 

The Mathemat ica l Model 
The streamwise and swirl momentum equations for a uniform 

property, axisyrnmetric turbulent flow may be written: 

pf' <>(.' 
dy ~ ox 

1 3 r dU• 
y 3y e " dy • 

. Vfl sin a (1) 

r^i'V, , ..dy V, 
pi— + p V — 

3.V ' 3y ~^\rpe!r 3v ' 
(2) 

where the notation is illustrated in Fig. 1. The presence of swirl 
causes the static pressure to vary across the boundary layer. Pro­
vided the variation with x of the radius of curvature of the body 
is small, radial equilibrium may be assumed and hence: 

dy 
p — cos a 

r 
(3) 

The effective viscosity of the fluid, jie r ( , is taken as the sum of the 
molecular and turbulent contributions, i.e., ^1>ff = n + nt. 

The turbulent viscosity is calculated from the following simple 
extension of Prandtl's original hypothesis to account for the addi­
tional effect of swirl on the level of nr-

,.h = pi [ ( - ) + (r—^— . (4) 

Equation (4), proposed and used in [4], appeared superior to 
earlier proposals |5, 6] in which the turbulent transport coefficient 
for angular momentum was held to depend only on gradients in 
swirling velocities, not axial ones. 

A two-part specification is adopted for the distribution of mix­
ing length / based on practices used by numerous workers for pre­
dicting flows without swirl. In the region where the presence of 
the wall affects the turbulence structure it is assumed that 

/ = KV (1 - exp - D) (5) 
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where, following the recommendation of [7], the damping function 
D is taken as: 

I) = v t r ; ! / ; y ' 2 6 (6) 

When the variation of T+ across the viscous sublayer and "buff­
er" regions is negligible, equation (6) is identical to Van Driest's 
proposal for the damping of the mixing length at low Reynolds 
numbers. The inclusion of T +

 3 2 however is found to give better 
predictions when there is rapid change in T with y, as occurs in 
transpired boundary layers and flows with severe streamwise 
pressure gradients. 

In the outer region / is given by 

/ = Ao (7) 

8 being the effective thickness of the boundary layer. The con­
stants K and A are given the values 0.42 and 0.085, respectively, 
for all test cases, a consensus of values currently in use for plane 
boundary layer flows. Equation (7) is used in place of (5) at all 
positions further from the spinning surface greater than that at 
which / given by (5) first exceeds the value given by (7). 

The model as presented so far assumes that there is no direct 
influence of the swirl on the mixing length. Simple stability argu­
ments suggest however, that swirl will act either to decrease or 
increase the level of / according to whether the fluid's rate of 
change of angular momentum with radius is positive or negative. 
By analogy with the effects of density stratification in atmospher­
ic turbulence, therefore, Bradshaw [9) has proposed that the 
length scale in swirling flows be modified as follows: 

/ = /„(1 - , J R i ) (8) 

where l0 is the level of mixing length prescribed by equations (5 
to 7) above, Ri is the swirl flow Richardson number: 

Ri = 

2\"„ cos a 9 , T, . 
7_ ~ ( r \ , ) 

,'dl. 
•)2 + ( 

»V„. 
3V 

and d is a constant coefficient. Notice that cos a is zero for flow 
near a spinning disk. In all the flows considered here, rVf, is a 
maximum at the spinning surface and decreases uniformly to the 
edge of the boundary layer. The Richardson number is always 
negative and hence for positive p\ / is increased. Predictions of the 

test flows have been obtained for two values ol'rf, 5, and zero. The 
latter corresponds with the "Standard"model for flows without 
swirl, the former is approximately that which gives the best over­
all level of agreement of predictions with measurement. 

Heat and mass transfer rates from the surfaces are computed 
by solving the stagnation enthalpy or chemical-species equations 
as follows: 

pi 
O.v Pdy - ray [naet! !)y ' ' '«•» ' X»J°-»> 

Ve7g,y)\ (9) 

pv 
•lilt 

).v 
p i 

,i>lll 

;»V 0 \ 

dm I 
V 3y ffetf 3v ' 

In the foregoing, the effective Prandtl/Schmidt number cr(, 
related to the molecular and turbulent values by: 

fJ^ff _ M ih 

(10) 

(11) 

Equation (11) rests on the supposition that the effective transport 
coefficients for enthalpy and species are the sum of their molecu­
lar and turbulent values. For both the h and the m equations <r< 
is given the value of 0.9. 

Equations (1) to (3) and (9) to (10), together with the indicated 
auxiliarv equations have been solved by means of an adapted 
version of GENMIX, the computer program based on the finite 
difference procedure of Patankar and Spalding [10]. Forty cross-
stream grid nodes were used nearly half of which were concentrat­
ed in the sublayer and buffer regions where gradients of depen­
dent variables were steepest. Computing time per run on a CDC 
6600 was typically 10s. 

P r e s e n t a t i o n and D i s c u s s i o n of Predict ions 
First the numerical accuracy of the finite difference procedure 

applied to swirling flows was tested. Fig. 2 compares the finite 
difference predictions of the laminar flow induced by a spinning 
infinite disk with the similar solutions of Cochran [11] for the ve­
locity field and Sparrow and Gregg [12] for the thermal field. The 
thermal solution is for a uniform disk temperature with a fluid 
Prandtl number of 0.7. The finite difference predictions of the ra­
dial and tangential velocity profiles and of the temperature pro­
file, are scarcely distinguishable from the "exact" similar solu­
tions, the maximum discrepancy being less than 0.2 percent. 

•Nomenclature* 

CM = 7r J W,)dy sin a/u>2r3, average 
drag coefficient for disk and 

cone; 
6 

UVgdy/wR2 U „ = &2ti/R, aver­
age drag coefficient for cylinder; 

damping function in mixing 
length formulas 

= stagnation enthalpy 
= mixing length 
= mass fraction of chemical species 
= average Nusselt number 
= pressure 
= radial distance from axis of sym­

metry 
= radius of cylinder 

Re = wrx/i/, spin Reynolds number 
Ref = value of Re at which transition 

occurs 
Re„ = l',R/i<, free stream Reynolds 

I) = 

h = 
I = 

m 
NTJ 

P 
r 

R 

Ri = 

L',.R/i<, free 
number 

2 Vs cos a c) 

(f)WJ 
(rV») 

cal 

Richardson number 
Sh = average Sherwood number 
U = velocity in the x direction 

LL = free stream velocity 
V = velocity in the y direction 

VH = velocity in the circumferential di­
rection 

x = coordinate measured along the 
surface 

v = coordinate measured normal to 
the surface 

« = angle made by x direction 
with symmetry axis 

0 = parameter in equation (8) 
(5 = boundary layer thickness where 

•— = 0.99 

1 
fro,)5 I (ru> U) Udx 

m-& jdy, momentum 

thickness in x direction 

=JUV„/U« uRdy, 
turn thickness 

swirl 

6 - angle of revolution about sym­
metry axis 

K,\ = mixing length constants 
H - dynamic viscosity of fluid 
v - kinematic viscosity of fluid 
p = density of fluid 
a = Prandtl or Schmidt number 
T = shear stress 
a.' = rotational speed 
il = swirl velocity/free stream velocity 

Subscripts 

eff = effective value 
<" = free stream 
f = turbulent value 

x,y,6 = coordinate directions 
+ = quantity nondimensioned by 

Wui/p)1'2 and v 
W = wall value 
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A x i s of s y m m e t r y 

Fig. 1 Geometry and nomenclature for swir l ing f lows 
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Calculations relating to turbulent: How near a spinning disk are 
presented in Figs. 3 to 5. Mean velocity profiles are shown in Fig. 
3, the experimental data being those of Erian and Tong [13a] and 
Cham and Head [130]. The shape of these profiles is distinctly 
different from those for laminar flow. As in nonswirling flows, 
very steep velocity gradients occur in the immediate neighbor­
hood of a wall because stresses there are high but effective viscos­
ities low. For both test conditions extremely close agreement is 
observed between measured and calculated components of swirl 
velocity. The axial velocity is well predicted for Cham and Head's 
test and for values of >>v'̂ JiTvcp to 20 in Erian and Tong's work. 
Thereafter, however, the predicted velocity falls to zero much 
more quickly than the measured. We are uncertain which of these 
experimental axial velocity profiles is the more correct. It should 
be noted, however, that in the region where there is disagreement 
between the predictions and Erian and Tong's data, the average 
velocity is only about 3 percent of the disk velocity. It would thus 
seem unlikely that failure to predict the mean velocity correctly 
would have noticeable effect on surface heat transfer coefficients. 

To make accurate predictions of torque coefficient and Nusselt/ 
Schmidt number, the Reynolds number at which the flow be­
comes turbulent must be prescribed. It may be expected that Rt 

will vary a little from one apparatus to another because of de­
tailed differences in apparatus design. Our practice has therefore 
been to choose the value of Rt which seemed most consistent with 
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Fig. 3 Turbulent f low velocity prof i les near a spinning disk 
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Fig. 5 Heat and mass transfer from a disk rotating in still air 

any particular apparatus. For this reason different values of R, 
have sometimes been adopted for nominally the same geometry. 

Predictions of torque coefficient for the rotating disk are shown 
in Fig. 4; R, was taken as 2.8 x 105. Agreement with the mea­
surements of Theodorsen and Regier [14) is within 5 percent over 
the whole range spanned by these data. The more recent mea­
surements of Kreith, et al. [15] give values of CM which are 5-10 
percent higher than those of [14]. Thus it is probably the case 
that the predictions fall within the bounds of experimental uncer­
tainty for this flow. Predictions of heat and mass transfer rates 
for the rotating disk geometry are shown in Fig. 5; the transition 
Reynolds number was taken as 2.4 X 105 and 2.0 x 105, respec­
tively, i.e., a little lower than for the comparisons shown in Fig. 4. 
Agreement of predictions with the Nusselt number data is com­
plete over the Reynolds number range explored. The mass trans­
fer predictions are also satisfactory for Reynolds numbers below 5 
x 105. Above this value, however, both the Tien and Campbell [16] 
data and those of Kreith, et al. [17] display a faster rate of increase 
with spin Reynolds number than do the predictions. We believe 
the relatively different behavior for the heat and mass transfer 
data is probably associated with the different molecular Prandtl/ 
Schmidt numbers for the processes: 0.7 and 2.4, respectively. 

Predictions of convective transport from spinning cones are 
shown in Figs. 6 to 9. No heat transfer or torque data appear to 
be available for the 120 deg cone. The naphthalene diffusion mea­
surements of Kreith, et al. [17] and Tien and Campbell [16] dis­
play a very similar behavior to the disk data. With a transition 
Reynolds number of 2 x 105, agreement of predictions with mea­
surements is very close for Reynolds numbers up to 4 x 105; 
thereafter the data display progressively higher levels of Sherwood 
number than the calculated values. For this cone angle there is 
scarcely any difference in the level of Sherwood number predicted 
with and without the swirl correction term. 

All the 60 deg cone predictions were made with transition set at 
Re = 105, a value which seemed consistent with both the heat 
and mass transfer data. As with the disk, the heat transfer pre­
dictions shown in Fig. 7, are in almost perfect agreement with 

S H 

• K r e i t h (17 ) 

A T i e n ( 1 6 ) 

i i i i i i 

Fig. 6 Mass transfer from spinning 120 deg cone in still air 

measurements while the mass transfer data deviate above the 
calculated values for Re 2 x 105. Slightly better overall agree­
ment is obtained with/3 = 5. 

Fig. 8 shows the predicted torque coefficient for the 60 deg cone 
compared with Kreith's |156] high Reynolds number data. Here, 
for spin Reynolds number greater than about 3 X 105 the level of 
CM for 'fi = 5 is some 12 percent higher than in the absence of a 
swirl correction (ji = 0). Kreith's data certainly support the high­
er values. At no point do the predicted values of CM for fi = 5 dif­
fer from the measured by more than 7 percent, a figure which lies 
well within the uncertainty limits of ±12 percent estimated by 
Kreith. 

The only data known to us of velocity profiles near spinning 
cones are those of [20]. Predictions are compared in Fig. 9 with 
measurements on an 80 deg cone. For this flow, the choice of fi = 
5 leads to predictions much closer to the measured profiles than 
does fi = 0. Although overall the agreement is probably satisfac­
tory, the predicted axial velocity approaches zero in the outer re­
gion of the boundary layer considerably more quickly than the 
experimental data suggest. This pattern is the same observed for the 
disk flow data of Erian and Tong shown in Fig. 3(a) (but in con-
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Fig. 7 Heat and mass transfer from spinning 60 deg cone in still air 
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Fig. 8 Torque coefficient for spinning 60 deg cone in still air 

Journal of Heat Transfer MAY 1974 / 207 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



trast to the Cham and Head data of Fig. 3(6)). 
The final test case is the external flow along a cylinder in which 

the cylinder is rotating about its axis. Measured mean velocity 
profiles by Furuya, et al. [211 are shown in Fig. 10 for the case 
where the spin velocity at the surface of the cylinder is twice that 
of the axial free stream. Again the predicted solutions for li = 5 
are in close agreement with the measured profiles over the whole 
of the fully turbulent region. We note, however, that the calculat­
ed profiles seem to exhibit a steeper slope in the immediate vicin­
ity of the wall, especially the profile of circumferential velocity. 
This last feature is not entirely consistent with the variation of 
momentum thicknesses 62x and f>2« along the cylinder shown in 
Fig. 11. Results at three levels of Reynolds numbers are shown, 
the lower two being those of Furuya, et al. |21] and at the highest 
Reynolds number, those of Parr [22], The rate of growth of swirl 
momentum thickness is evidently predicted satisfactorily for the 
case where d = 5 (implying that the predicted velocity profile in 
fact has the correct slope in the neighborhood of the wall). Too 
large a rate of growth of axial momentum thickness is predicted, 
however, the discrepancy being especially large for Parr's high 
spin rate data. An implication of the foregoing result is that, to 
predict the correct rate of growth of both the axial and swirl 
boundary layers, a nonisotropic effective viscosity must be used. 

Concluding Remarks 
The present enquiry has shown that use of the Prandtl mixing 

length hypothesis leads to generally satisfactory predictions of 
flow near spinning surfaces provided the mixing length is made a 
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linear function of the equivalent "swirling flow" Richardson num­
ber, a concept originally introduced by Bradshaw |9J for the pre­
diction of nonswirling, plane flows over curved surfaces. Exami­
nation of the mean velocity profiles near a spinning 80 deg cone 
and a rotating cylinder in an external stream has shown that the 
swirling flow modification brings great improvement in predictive 
accuracy over the standard version. 

There are nevertheless some shortcomings in the predictions at 
high swirling rates that should be noted. We have already men­
tioned that the present model predicts too fast a growth rate of 
axial momentum thickness along the spinning cylinder. Perhaps 
the underprediction of the rates of mass transfer from the spin­
ning disks and cones finds its origin in a similar cause, i.e., the 
effective viscosity becoming highly nonisotropic as the level of 
swirl progressively increases. If this is the case, Figs. 5 and 7 
suggest that it is in the immediate near-wall region where viscous 
damping is important that the turbulent transport coefficient is 
especially anisotropic. For, the heat transfer data are well pre­
dicted in each case while the mass transfer data are not. Now for 
present purposes the only significant difference between the heat 
and mass transport processes is that the near-wall region offers 
proportionately a much geater resistance to mass transfer than 
heat transfer. The different behavior could be explained if it is in 
the near-wall region that the effective viscosity model developed 
in this work breaks down. (In this connection it is relevant to 

• U 0 6 0 
V „ / R c o 

1-0 

x L 

0 1 0 12 0 0 2 0 0A 0 0 6 0 

u / r ^, 

Fig. 9 Velocity profi les near an 80 deg spinning cone Fig. 10 Velocity profi les in flow past spinning cyl inder 

208 MAY 1974 Transact ions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£ 
7J 

m
e

n
! 

o 

t 

n
e 

s
s 

V 
V 

22 

2 0 

1 8 

i p 

. R - n 
- y -v , 

n--2 

— / • 
/ / 

/ / 

J / 
- / a = i 

! I 

Re rO 6x!0,5 

^n= 2 . / / 

1/ 

= / / 
* A 

y' 
; 

n = 2 

/10 

/ 

/ / 8 

y /r 

• n = i 

l I ' 
Re =1 2 x l 0 6 

CO ] 2 

n = 2 • 

• / / io 
// 

?/ / 

/ / . 

1 

p - 5 

/ / 
/ / 

/ / 
- i *L 

/ • / • 
/ » 

' ! 1 
Re = 3 0x105 

CO 

i l = 2 / 

i- y 
_ i • 

i 

ra U 

< 12 

y io 

8 
xj 

^o a: b 

^ 22 
~z 

^ 20 
— • t / i 
to ci 
- ^ ! 8 
c ^; 
a. u 1 b 

E P 
5 | 12 

eo O „ 

° E 8 

i 6 4 6 2 2'8 
x /R 

Fig. 11 Momentum thickness development for flow past spinning cylin­
der 

mention that Johnston's three-dimensional boundary layer data 
[23] implied a strongly nonisotropic viscosity near the wall). It 
would be valuable to extend present experimental data in this 
area to higher Frandtl and Schmidt numbers to help resolve this 
question. 

Finally, it may be concluded that to develop a model of turbu­
lence for predicting swirling flows near walls which possess signif­
icantly greater universality than the present one will require the 
abandonment of the effective viscosity concept. The most promis­
ing route seems to be one in which transport equations are solved 
for each of the nonzero Reynolds stress components. Models of 
this kind have been presented in references [24 and 25] and by a 
few other workers. In principle, these models are capable of ac­
counting for the nonisotropic features of swirling turbulent flows 
that have eluded the present model. Because of their much great­
er complexity, however, they have as yet been subject to little 
testing. Indeed, apart from the vortex-flow prediction of (24J, 
there seems to have been no calculations made of swirling flow, 
an omission that ought soon to be remedied. 
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Direct Contact Convection Between 
Liquid Jets and Air in Crossflow 
Direct contact, or fluid-to-fluid heat convection in the absence of mass transfer is investi­
gated experimentally. A large number of hot liquid jets were cooled by a cross stream of 
air. It was found that the heat flux thus exchanged is significantly less than that had the 
jets been enclosed in thin tubes of equal diameter, but larger than the heat flux due to pure 
conduction in the liquid jets. The results are presented in terms of the usual dimensionless 
criteria. 

Introduct ion 

In ordinary heat exchangers, the fluids involved do not come in 
direct contact with each other, being separated by a solid wall. In 
open heat exchangers, usually condensers or cooling towers, the 
fluids come in contact with each other to take advantage of the 
mass transfer effect. In the present work, heat is exchanged be­
tween two immiscible fluids in direct contact without mass trans­
fer. This is a rather novel design that could be useful in certain 
practical applications. 

The experiments reported here are a part of a rather extensive 
study planned for this general problem. In this extensive study 
the effects of geometry, liquid properties, flow characteristics, 
etc., would be determined. However, the results of the first exper­
imental series seem to be interesting enough as to merit reporting 
at this time. 

Measurements were taken on a "bank" of liquid jets cooled by 
air in crossflow. The liquid used was the light fuel oil used in high 
speed diesel engines. This oil was circulated for an extended peri­
od of time under the most severe conditions of the experiment be­
fore readings were taken. This circulation at high temperature 
evaporated the lighter constituents of the oil, and reduced the 
mass transfer to a minimum. The results obtained are correlated 
in terms of a Nusselt number as function of the two fluids Reyn­
olds numbers. 

Apparatus 
The apparatus used is sketched in Fig. 1. Air is supplied by a 

variable speed centrifugal fan to a circular tunnel of the shown 

1 At present, Visiting Professor, School of Mechanical Engineering. 
Georgia Institute of Technology. Atlanta. Ga. 

2 At present Post Doctoral Fellow, Applied Superconductivity Group, 
Nuclear Engineering Department, University of Wisconsin, Madison, Wise. 
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main dimensions. The air discharge is measured by a pitot tube 
A in a contracted cross section to improve the accuracy of the 
manometer readings. Inlet air temperature is measured by preci­
sion mercury-in-glass thermometer B. 

The air enters the heat exchange section through flow trans­
former section C that changes the circular cross section to a rec­
tangular cross section 47 em (18% in.) wide, and 40 cm (15% in.) 
high. The air leaves the heat exchange section through a second 
transformer, and leaves the duct through nozzle I). 

The hot liquid is pumped to the top of the heat exchange sec­
tion, and passes through a wire screen E to distribute it evenly on 
the orifice plate F. The liquid level above this plate is indicated 
by a glass tube indicator. The orifice plate is a 3 mm (Vs in.) 
thick stiffened brass plate, it has 1410 orifices each 1 mm (0.04 
in.) diameter arranged in 47 "lines" 10 mm (% in.) apart with 
longitudinal pitches of 20 mm (0.8 in.) in the air flow direction. 
The liquid jets fall vertically on transverse horizontal V-shaped 
baffles G that define the air flow cross section. 

The cooled liquid jets are collected in a conical "tray" and 
leave through syphon pipe H, where the exit liquid temperature is 
measured by a precision mercury-in-glass thermometer, to the 
collecting barrel I. The liquid is then pumped from the barrel by-
pump J through a 4 kW adjustable electric heater K that heats it 
to a temperature 20 to 25 C above the inlet air temperature. The 
liquid leaving the heater passes through a positive displacement 
flow meter L before entering the top of the heat exchanger to 
complete the circuit. 

The heat exchange section is equipped with two large glass 
windows on opposite sides to observe the liquid jets. At the air 
exit of this section, vertical Z-shaped baffles M are placed to 
catch any liquid droplets that may be carried by the air, and 
drain them down to the collecting cone. 

Measurements 
The measurements are primarily those of flow rates, and inlet 

and exit temperatures of the two fluids. 
The air flow is controlled by adjusting the fan speed and using 

orifice plates on its suction duct. The air velocity, practically uni-
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form3 in the contracted cross section, is measured by Pitot tube A 
in Fig. 1, and used in conjunction with a precision inclined ma­
nometer. The inlet air temperature was measured by mercury-
in-glass thermometer B, it was in the range of 20 to 30 deg C dur­
ing the experiments. The air temperature rise, which was in the 
order of 4 to 12 C, was measured by differential copper-constan-
tan thermocouples for better accuracy. The cold junction was 
placed with thermometer B, and the hot junction in nozzle D. 

The liquid flow was controlled by adjusting the pump speed, 
and by a gate valve on the pump delivery; it was measured by 
the positive displacement flow meter L in Fig. 1. The exit liquid 
temperature was measured by a mercury-in-glass thermometer in 
syphon tube H. The liquid temperature drop was in the order of 2 
C and, therefore, very critical in the calculations of the liquid 
heat loss. For this reason, it was measured by a differential cop-
per-constantan thermopile with five hot junctions just above the 
orifices plate F, and five cold junctions placed in the syphon tube 
H with the thermometer. 

As mentioned before, the liquid used was light fuel oil, circulat­
ed in the apparatus at high temperatures to evaporate the lighter 
constituents. For this reason, its published properties were not 
used; they were measured [I]4 at 15 deg C (60 deg F) and found 
as follows: 

The rma l conduct iv i ty 

Dens i ty 

Specific hea t 

D y n a m i c viscosity 2.4 

0 .163 W / m C 
0.094 B t u / h f t F 

860 k g / m 3 

5 3 . 7 lb /f t3 

2 .13 k J / k g C 
0 . 5 1 B t u / l b F 

X 10 ~3 Pa . s or k g / m 
5. 8 lb /h ft 

The values of these properties at other temperatures were deter­
mined from relations recommended by the National Bureau of 
Standards (2) 

Scope 
As mentioned in the apparatus description, the experimental 

section is fitted with glass windows to observe the liquid jets. 
This was necessary to ensure that no nozzles were clogged, and 
that the jets and air velocities are not too high as to render the 
jets unstable or inclined to any considerable extent. Satisfaction 
of these conditions limited the velocities used to the ranges pre­
sented. 

Calculat ions 
The measurements taken on the apparatus were used to deter­

mine the heat flux exchanged. Analysis showed that heat losses 
from the hot liquid to the environment and conducted to the air 
through the orifice plate were within 0.3 percent of the measured 

3 Previous tests on the same wind tunnel showed that the error involved 
in such a measurement is less than 1 percent for velocity and temperature. 

4 Numbers in brackets designate References at end of paper. 

DIMENSIONS IN CENTIMETERS 

Fig. 1 

heat fluxes [1], Consequently, these heat fluxes were not corrected 
and were used directly to determine a mean heat transfer coeffi­
cient. The results thus obtained are presented in dimensionless 
form; viz. a Nusselt number as function of the two Reynolds 
numbers of the fluids. In this part, the methods used in calcula­
tions are outlined. 

The heat flux was calculated for each fluid from its rate of 
mass flow m, specific heat c, and temperature drop or rise St. 
The heat exchanger was taken as a crossflow recuperator with 
one fluid (the air) mixed. From a measured value of the heat flux 
Q. the corresponding inlet temperature of the liquid tu, and that 
of the air tu.i, the effectiveness of this heat exchanger was deter­
mined from 

r/Ex = r/ / ( / ;« ' ) „ ( / , ,- - / •) (1) 

The subscript a denotes the water equivalent rate for the air 
which was invariably lower than that of the liquid and, therefore, 
limits the highest possible heat flux. 

With the heat exchanger effectiveness determined, a mean heat 
transfer coefficient h could be calculated from the following ex­
pression of 7j[.;x for crossflow heat exchangers with one fluid mixed 

' ( E x 1 - exp Ll 1 - exp 
(mc). 

(2) 

In this relation, the subscript / denotes the liquid, and the surface 
S was taken nominally as TTN'OL. Here N is the number of jets 
(1410), L their length (40 cm), and & the orifice diameter (1 mm). 
As a result, the average heat transfer coefficient h is also a nomi­
nal value. 

For the correlation of the results in dimensionless form, a rela­
tion of the following form would be expected 

ANU — AN u(AR e i ,, ARei t I , A P r i , , AP r | [ ! , / , / / a , kt/ka) (3) 

The inclusion of the last two ratios of length criteria and thermal 
conductivities as independent variables is due to the fact that 
only one length criterion, and one thermal conductivity can be 
used in the Nusselt number A/Nu. In the present experiments the 
tw:o fluids did not change, neither did the geometry. For this rea­
son, the foregoing relation reduces to the following form for the 
present study. 

A ' N u = A ' N u ( A ' R e , , . A ' R e , 0 ) ( 4 ) 

. N o m e n c l a t u r e . 

c = specific heat, J/kg C 
h = heat transfer coefficient, 

W / m 2 K 
K\, K-i = dimensionless constants 

k = thermal conductivity, W/m K 
L = jet length, m 
/ = length criterion, m 

rh = rate of mass flow, kg/s 
A/m = Biot number, dimensionless 
N\;a = Fourier number, dimensionless 
A/Nu = Nusselt number, dimensionless 
A/pr = Prandtl number, dimensionless 

'iu, = Reynolds number, dimension­
less 

q = heat flux, W 
S = heat transfer surface area, m2 

t = temperature, deg C 
U = overall heat transfer coefficient, 

W / m 2 K 
b = orifice diameter, m 
t = fractional error in heat flux, 

dimensionless 
IKX = effectiveness of heat exchange, 

dimensionless 

B = relative temperature drop, de­
fined by equation (15), di­
mensionless 

Subscripts 
a = air 
i in 
I = liquid 

m = mean 
o = out 
U = overall value 
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This was further used in the more usual exponential form 

A'N„ ::: A'i'VRe. ,"'A'ne „" (5) 

In the foregoing relation, the orifice diameter 6 and the mean 
liquid velocity in it were used to determine the liquid Reynolds 
number. For the determination of the air Reynolds number, it 
seemed reasonable to use the nozzle diameter as the length crite­
rion because of the large pitch-to-diameter ratio used for the jets. 
The air velocity used is the mean on the facial area of the experi­
mental cross section. For the evaluation of Nusselt number, the 
length criterion is taken as the nozzle diameter, and the air ther­
mal conductivity is used. The use of this property is due to the 
fact that at the air-liquid interface the air temperature rise was 
much larger than the liquid temperature drop [1]. 

Results 
In the experiments, the heat flux q is measured for both the 

liquid side as qi, and the air side as qa. The accuracy of their de­
termination is estimated to be within ±5 and 6 percent, respec­
tively, |1). Naturally, the two flux values obtained seldom coin­
cided. For this reason a percentage difference was used as criteri­
on, it is defined by 

(<h •<la>"h (6) 

In 82.5 percent of the runs, t is within ±10 percent. In 10 per­
cent of the runs, this difference is larger than ±15 percent. These 
large differences, up to +40 percent in a few runs, are encountered 
with high Reynolds numbers for both the liquid and air, invari­
ably with the heat flux measured for the air side the lower value. 
The large difference could, therefore, be explained as due to par­
tial atomization of the liquid at the jets lower ends. With some 
droplets carried by the air, their partial evaporation would cool it 
resulting in the large discrepancies measured. An approximate 

'analysis showed that this is a very probable cause [1]. For this 
reason, the heat loss from the oil is used in the calculations where 
the percentage difference t is more than 15 percent. In the re­
maining, and by far the large majority of runs, a mean of the two 
fluxes is used [1]. 

The results obtained in the manner outlined in the foregoing 
and in the previous sections are presented as experimental points 
on logarithmic scales in Figs. 2 to 4. Fig. 2 gives the variation of 
Nusselt number with air Reynolds number, with liquid Reynolds 
number as parameter. Lines that correlate these experimental 
points were observed by using the method of least squares. It was 
found that a single relation could not be used for all the range of 
air Reynolds numbers. Consequently, two relations are used for 
each liquid Reynolds number that merge in the air Reynolds 
number range of 65 to 80. 

Fig. 3 is the counterpart of Fig. 2. It represents a different series 
of experiments and gives Nusselt number as a function of the liq­
uid Reynolds number with air Reynolds number as parameter. 
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Air Reynolds numbers in the higher range were used in this set of 
experiments. 

All the results are correlated in the form of equation (5) using 
an extension of the method of least squares to three variables [11. 
F'or air Reynolds number less than 80, equation (5) takes the fol­
lowing form 

A'Nll = 0.0047 A ' R ^ / ' - I Y R , , , , 1 - ' ' ' ' (7) 

Of the data covered, more than 80 percent of the results fall with­
in ±8 percent of this correlation. 

For air Reynolds numbers more than 80. the following relation 
is applicable 

A'Nu = O.O21A'Rei,
(M;'i;A'Re,(1

0-;,(5? (8) 

This relation is plotted in Fig. 4 with the corresponding experi­
mental points. 

Discussion 
The present problem seems to be a novel one that has not been 

considered previously. Consequently, earlier results that could be 
compared with the present ones were not found. However, the 
heat transfer coefficient as determined in the present experiments 
could be compared with the overall heat transfer coefficient be­
tween a liquid in a tube bundle and a gas flowing across the bun­
dle. As usual, this overall heat transfer coefficient U could be de­
termined in terms of the liquid and air heat transfer coefficients 
hi and ha from 

I 1 1 (9) 

The liquid side heat transfer coefficient hi could be determined 
from the following relation for laminar flow in pipes [3] 

A\ 2.38 (AB , A', _6 , 
L 

(10) 

Fig. 2 

The air side heat transfer coefficient ha for flow across a tube 
could be obtained from Hilpert's relation |3] for the air Reynolds 
number range of 40 to 4000, and based on the orifice diameter 
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-VNu,„ = 0.7ARei(I"- , i ;f; ( l l ) 5 

[n these relations, Nusselt number is corrected for the ratio of jet 
to orifice diameter (0.78). For the tube bundles, it is recommend­
ed [3] that the constant in equation (11) be increased by 50 per­
cent. It was not increased, however, in order to use the least pos­
sible value for the heat transfer coefficient ha. Both equations 
(10) and (11) use the pipe diameter as the length criterion so that 
they could be compared with the experimental results and, at the 
same time, give a least overall Nusselt number /V"Nu,c

6 which 
could be obtained by combining these equations into equation (9) 
as 

. V N u , C = / V 2 ^ R e , a " - " ; i ; A T R e . (
1 / : i / ( A " R e , a " - l , ; i : + A ; i N R e . , ' ' ' ) U 2 ) 

The dimensionless constants K? and A'3 in this relation depend 
on the fluid properties, and in the present case have the values 
5.51 and 7.85, respectively, using mean property values. 

The form of equation (12) is different from that of equation (8) 
and, therefore, could not be plotted in Fig. 4. Instead, it is plotted 
as four separate curves that fall at the top of Fig. 2.7 In spite of 
the fact that these curves are the lowest for flow across tube bun­
dles, they are significantly higher than those realized in the ex­
periments. However, the two curve groups tend to merge when 
extrapolated to high Reynolds numbers where the liquid jets loose 
their stability and the interfacial area between the two fluids in­
creases. It is significant that the air Reynolds number at which 
merging occurs decreases with increasing liquid Reynolds num­
ber. 

The degradation of the heat flux in direct contact, or fluid-to-
fluid convection may seem strange. However, it might be ex­
plained through the accompanying decrease in the interfacial 
shear stress, being less than 5 percent of that on the liquid side, 
had a solid surface been present. 

Calculations to check this effect were carried out as follows. If 
there is no shear stress, the liquid velocity would be uniform 
throughout the jet. The liquid would then "flow" as a moving 
solid cylinder through which heat would be transmitted by con­
duction only. In this case, the liquid temperature drop could be 
estimated from the mathematically equivalent transient case of a 
solid cylinder exposed to convection, "Temperature response" 
charts are available for this latter case. The "conductive Nusselt 
number" A'Nu.<; could be determined from the jet's Fourier and 
Biot numbers as outlined in the Appendix. Heisler charts of tem­
perature distribution and thermal response [3] were used and the 
tesults plotted in Figs. 2 and 3 fall below the experimental curves 
as shown. It should be noted that this "conductive" group falls 
below the experimental group in spite of the fact that in the cal­
culations of the former group, equation (11) was used based on 
the orifice diameter, and with the coefficient increased by 50 per­
cent for tube bundles to give the highest conductive Nusselt num­
ber. 

As could be seen, the effect of the liquid Reynolds number is 
reversed in the conductive group. An increase in the liquid Reyn­
olds number is accompanied by a decrease in the "dwell period" 
of a liquid jet in the air stream; this decreases the liquid temper­
ature drop and, therefore, the conductive Nusselt number. All the 
conductive curve group falls below the experimental group, ex­
cept for the lower range of the liquid Reynolds number. This dis­
crepancy in the lower range curve is, most probably, due to the 
use of too high values for the air side heat transfer coefficient in 
the determination of this conductive curve group. Apart from the 
50 percent increase of the air side coefficient which might be too 
high, it is conceivable that the actual heat transfer coefficient on 

5 A recent paper [4] shows that the use of modern property values with 
Hilpert's experimental data would reduce the constant in ibis equation by 
about 4 percent. 

t! It should be noted that the experimental Nusselt number is practically 
independent of the diameter used. 

7 The two upper curves for NRt,{ ~ 247 and 218, are very near to each 
other as to practically coincide. 

the air side would be considerably decreased due to the absence 
of a solid interface. 

The intersection of the conductive and experimental curves at 
low air Reynolds numbers (iVHt,,„ < 70) is, most probably, due to 
the possibility that the lower limit for the applicability of equa­
tion (11), A'u,,.0 = 40, is too low. It seems that this lower limit 
should rather be in the order of NRei0 = 70 to 80. This would 
obviate the intersection, and explains the discontinuity in the in­
clination of the experimental lines. This discontinuity may indi­
cate a sharp change in the air flow mode at air Reynolds numbers 
in this range. It further indicates the dominance of the effect of 
air flow on the overall heat exchange, as could also be affirmed by 
a comparison of the indices in equations (7) and (8). 

On the other hand, the effect of liquid Reynolds number as de­
termined by experiments follows closely the pattern for the case 
of convection across a solid separating interface. This shows that 
convection, rather than pure conduction, is still the dominant 
factor on the liquid side in the experimental range reported. 

Conclusions 
An experimental study of direct contact convection between 

liquid jets and air in crossflow without mass transfer is reported. 
The heat fluxes measured are higher than those due to pure con­
duction into the jets, but lower than those between air and liquid 
in tube bundles of the same diameter as the orifices. This higher 
limit is approached, and probably surpassed as the liquid jets 
lose their stability at high liquid and air Reynolds numbers. 

A c k n o w l e d g m e n t 
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Determinat ion of Conduct ive Nusse l t Number 
The conductive Nusselt number, as mentioned in the text, 

could be determined from the liquid jets Fourier and Biot num­
bers. It could be shown that these dimensionless numbers are 
given by 

-VFo = AV/YRCi i (13) 

A'BI = A' 5 A' R e . / " , w (14) 

The dimensionless constants A4 and A s in the foregoing relations 
depend on the fluids properties and the jets dimensions. The 
values used here are A4 = 50.6 and K5 = 0.058. 

With these dimensionless groups known, the relative tempera­
ture drop at the jet center could be obtained from appropriate 
charts. The mean relative temperature drop 8 at the liquid jets 
lowest ends could then be determined from the temperature dis­
tribution curves. As mentioned in the text, Heisler's chart and 
curves are used [3]. This mean relative temperature drop ft is de­
fined as 

I"' = (h,i -'l.ryC.i ~ta,J ( I 5 ' 

With II determined, the conductive Nusselt number could be 
determined from 

-VN-U.C = AVVRe , ,« (16) 

This dimensionless constant Ks is, again, a function of the liquid 
properties and orifice diameter; it is taken as 0.12. 
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Phase Change Problems With 
Temperature-Dependent Thermal 
Conductivity 
An exact solution is presented for the temperature distribution and phase change posi­
tion of a semi-infinite body which is initially at a constant temperature different from 
the fusion temperature. The temperature of the free surface is instantaneously changed 
and held constant at a value that will cause either melting or solidification of the body. 
The thermal conductivity is assumed to vary linearly with temperature. The convection 
in the liquid phase due to density change is also considered. 

Introduct ion 

Heat conduction problems involving melting or solidification 
have been studied by a large number of investigators. The re­
views of Bankoff [l]1 and Muehlbauer and Sunderland 12] cover 
most of the papers that have been written on this subject. These 
problems are difficult to solve due to variable properties and 
moving boundaries. 

To simplify the analysis, most investigators assume that the 
properties of any given phase are independent of temperature. It 
is this simplification that the current study avoids. In this analy­
sis, the thermal conductivity varies linearly with temperature. 
New functions are defined; and an exact solution of the phase 
change problem is obtained in terms of these functions. The effect 
of the conductivity variation on phase change speed is also dis­
cussed. 

Statement of the Problem and Assumpt ions 
The one-dimensional temperature distribution in a homongen-

ous and isotropic, semi-infinite body undergoing a phase change 
satisfies the following differential equations in the solid and liq­
uid regions, respectively [3]; 

bT, a „ >}Tj^ 
3.Y 

^ ^ = - ^ - l) , 0 < x < S(l) (1) 

(PC, P>2 3 / 
+ (fh - P i ) Q 

dS dT2 

2 (II tiX 
: ( ^ ) > S(l) 

(2) 

Solutions to these equations will be obtained subject to the fol­
lowing assumptions: 

(a) All the physical properties (including density) except the 
thermal conductivity are constant for each phase, but might be 

different for different phases. 
(b) The thermal conductivity, hence also the thermal diffu-

sivity of each phase changes linearly with temperature. 
(c) Phase change occurs at a fixed temperature, the fusion 

temperature. 
(d) The initial temperature is uniform and at time t = 0, the 

surface temperature is suddenly changed and held constant. 
(e) Convection within the liquid phase due to density change 

is considered, however boyancy effects are neglected. 
The analysis in this paper applies both to melting and solidifi­

cation of semi-infinite bodies. For clarity, however, solidification 
is considered. A typical temperature distribution during solidifi­
cation is shown in Fig. 1. From assumptions c and d, thermal dii-
lusivities of the solid and liquid phases can be given as 

" I = "oif1 + i:h Tt - T, -) 

and 

a2 = am(l + ^ - 7 ^ 5 y ) L ) 

(3) 

(4) 

where a0i and a02 are the values of the thermal diffusivity of the 
solid and the liquid phases at To, respectively.2 

The initial conditions at t = 0 are 

T2 = 7\ £- Tf , .V > 0 (5) 
and 

,S(0) = 0 (6) 

The boundary condition at the free surface, x = 0 is 

r , ( 0 . / ) = T„ <' Tf , I > 0 (7) 

At the moving fusion front, x = S(t), two additional conditions 
must be satisfied. 

1 Numbers in brackets designate References at end of paper. 
Contributed bv the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division. February 6, 1973. Paper No. 74-HT-Z. 

2 The liquid phase does not exist 
extrapolation. 

at To, and ao2 is obtained by 
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dq {i 
dti-U 
dr, (-

fhi 
1)A h , 

'til 

where p1 2 = pi/pi- Boundary conditions (5 to 9) become 

0, = 0 at r, = 0 

6/2 = 1 as i] ~ ^ 

9X = 0, = ef at i] = A 

dr, kl2dV 
2//A at ;/ = A 

where 

o, /;;- A 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

Fig. 1 Typical temperature distribution during solidification 

and 
'A 

Hi 
rl.V 

J- - A>. 
3 7 ' , 

at A-

dS 

S(t) 

PiHjf at A = S(l) 

(8) 

(9) 

and k\f is the value of the thermal conductivity of the solid phase 
at T,. 

Now the original phase change problem is equivalent to solving 
the dimensionless equations (19 to 25). 

Definit ion of the Modified Error Funct ion 
Consider a second-order nonlinear ordinary differential equa­

tion 

The problem consists of two parts, finding the temperature dis­
tributions and the phase change thickness. Let 

-{{l + li0) — }+2V- = 0 

fcV = 

T^ -
Tt -

T,. 

ri 

Tf-

- Tn 

- n 
-T„ 
- Tfl 

- r„ 

with the boundary conditions 

(i = 0 at 

dr\ 

'1 = 0 

(26) 

(27) 

(28) 

T.- - T< 

(10) and 
t) _ j a s 

(11) The solution of equations (26 to 28) can be obtained by a numeri­
cal method, e.g., the Runge-Kutta method. If the solution is des­
ignated as <!>$ (T;), which can be called the "modified error func­
tion," then by"definition 

do. 

(12) 

and assume that 

n = ~27a~g 

"12 = «M/lh)\ 

= Ay*! at T = 

«i( .v, /)= 9fy) 

82(xd) = e2M 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

dr, h di, 
2,,-

di, 
0 (29) 

(30) 

(31) 

S(l) = 2Avrt01/ 

where A is a constant to be determined later. Then when the con­
ductivity varies linearly equations (1 to 2) are transformed to 

d6v 

6S (0) = 0 

<bBM = 1 

Note that when fi = 0 equation (26) becomes linear, and 

*„(?;) = erf (n) = -S [\>-z\lZ (32) 

The following properties of </>j (?j) are useful for the analysis of 
the phase change problem. 

Theorem 1. The following function 

whe re 

| { ( l + ^ ) ^ } ^ 2 , ) f f = 0 , 0 , , < A (19) 6 = 
1 pe0 

l 

(33) 

(34) 

.Nomenclature. 

a = thermal diffusivity (m2/hr) 
aoi = thermal diffusivity of solid phase 

at To (m2/hr) 
a02 = thermal diffusivity of liquid 

phase at To (m2/hr) 

Cp = specific heat at constant pres­
sure (J/kgdeg K) 

H = heat of solidification (J/kg) 
h = dimensionless heat of solidifica­

tion defined by equation (25) 
(dimensionless) 

k = thermal conductivity (W/m deg 
K) 

S(t) = phase change thickness at time 
f(m) 

T = temperature (deg C) 
Tf = fusion temperature (deg C) 
Tt = initial temperature (deg C) 
To = surface temperature (deg C) 

t = time (hr) 
x = space coordinate (m) 
a = constant defined by equation (42) 

(dimensionless) 

7) = variable defined by equation (13) 
(dimensionless) 

9 = temperature (dimensionless) 
A = constant defined by equation (18) 

(dimensionless) 
p = density (kg/m3) 

(/j,j(i)) = modified error function defined 
by equations (26-28) (dimen­
sionless) 0 = constant (dimensionless) 

5 = constant defined by equation Subscripts 
(40) (dimensionless) f = property at fusion point 

t = constant defined by equation 1 = property of the solid phase 
(41) (dimensionless) 2 = property of the liquid phase 

f = variable defined by equation (44) 12 = ratio of properties of the liquid 
(dimensionless) phase to the solid phase 

Journal of Heat Transfer MAY 1974 / 215 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a n d 
1 + Ii00 > 0 < 3 5 ) 

is the solut.ii>'1 o l t n e differential equa t ion (26) which satisfies the 
boundary condi t ions 

at -q = 0 
a n d 

0 = tL 

(36) 

(37) .s ?) — =° 

T h i s theorem can be easily proved by direct subs t i t u t ion . A 

more general t heo rem is given in the A p p e n d i x . 

S o l u t i o n of t h e P h a s e C h a n g e P r o b l e m 

When the t h e r m a l conduct iv i ty var ies l inearly wi th t e m p e r a ­

ture , using the proper ty of the modified error funct ion 4>d (JJ), t he 

solutions of equa t ions (19 to 24) are found to be 

(-), = Ih -
<l> (,(>)) 
ct>„ A 

a n d 

0 < 7? < A 

n + ( 1 )A 

1 - ( 1 -$,){• 
[l v»i7? + rj2«) | 

i -6Ac) 

where cons tan t s A, o <_, and a are de t e rmined from 

5o„(A) = i^O, 

(.fed -a) 
1 + ,i2(V 

(38) 

(39) 

(40) 

(41) 

(42) 

a n d 

<V00 
AO„(A) 

w h e r e 

and 

(C,)i 

o t ' ( f ) 

oM 
Ihid, (43) 

i-V '(-' f i 

<J\ A ' p l 2 v (1 ! ~^ffl7772 (44) 

Equa t ions (40) and (41) are ob ta ined from the theorem, equa­

tion (42) from boundary condi t ion (23), and equa t ion (43) from 

boundary condit ion (24). T h e bounda ry condi t ions (21) and (22) 

are satisfied by the values of the modified error function at 17 = 0 

arid >) = <*>. 

Conver t ing to the original physical var iab les , the t e m p e r a t u r e 

d i s t r ibu t ions in the solid and l iquid regions are ob t a ined from 

<\(.v/2vi7„ 
7", T„ (Tf-W- C\(A) 

Si (45) 

a n d 

y, ^ r,. -(r, . - Tf){-
i - o j Jhz 

DA 

n2-, 

1 ~ Ot(t) 

)i2a) JT ,ia) 

(46) 
T h e s imilar i ty between th i s solut ion and N e u m a n n ' s solution [3] 

is obvious. 

D i s c u s s i o n 

Some values of the modified function <j>,j (>)) ob t a ined by a 

R u n g e - K u t t a me thod are given in Pig. 2. T h e numer ica l compu­

ta t ions of <;>,; (i;) have been checked for A = 0 by compar ing t h e m 

with the error function equa t ion (32). 

Crank [4] considered diffusion prob lems when the diffusivity is 

a function of concen t ra t ion , and presented g raphs of <!>,, (?;) with­

out re la t ing to phase change p rob lems . Wagner [5] considered the 

special case when diffusivity is direct ly propor t ional to the con­

cen t ra t ion . T h i s case cor responds to t h e funct ion <!>. \ (>)). 

In order to c o m p u t e the values of b, i. A, <v, and f, equa t ions (40 

to 44) mus t be solved by a trial and error p rocedure . A value of «, 

where a < f),, is a s sumed , then t is ob ta ined from equa t ion (41), f 

Fig. 2 Graph of t]>d (*) 

0.8 1.0 
x 

Fig. 3 Graph of 4>,j (x) 

from equa t ion (42). A from equa t ion (44). and o from equa t ion 
(40). T h e values ob ta ined for a, b, t, A, and f are subs t i t u t ed into 
equat ion (43). If equa t ion (43) is not satisfied, a new va lue of a is 
ob t a ined and the foregoing procedure is r epea ted unt i l equa t ion 
(43) is satisfied. For th i s c o m p u t a t i o n values of fj<j>n (x). </>/ (x) j 
[x\tj>s(x)\], and 4>g'(x)/[x\l - <t>$(x)\] are given in Figs. 3 to 5. 

When the init ial t e m p e r a t u r e of the body is equal to the fusion 
t e m p e r a t u r e , 8, = 1. equa t ion (43) reduces to 

eV(A) 

Aciv(A) 
= 21/ (47) 

and equa t ion (39) becomes 

(•>-, = 1 f o r ?/ > A 

If the conduct iv i t i es are cons tan t , rii = rj2 = 0, t hen from equa­

tions (40 to 41), (5 = < = 0, and the solut ion reduces to the classi­

cal N e u m a n n solut ion [3]. 

When the ini t ial t e m p e r a t u r e equa ls the fusion t e m p e r a t u r e 

and the l inear var ia t ion of t he rma l conduc t iv i ty is neglected, the 

mean values should be used . In th i s case the phase change thick­

ness is ob t a ined from 

Sm = 2 A a v « 9 1 / (48) 
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Table 1 Effect of linear variation of conduc­
tivity on phase change speed 

0.1 0.3 0.5 0.7 0.9 
x 

Fig. 4 Graph of </>,/ W/[*l0<i M i ] 

Fig, 5 Graph of 0 / (x)/[x|1 - <t>g<x)\] 

where Xa is obtained from the following equations: 

21, m = 2/,(l + ;3) 
Amerf(Am) 

1372 

(49) 

(50) Xa - 2Xmv'l 

Comparing equations (18) and (48), 

A. = A. 
S A 

Some values of A and Aa are given in Table 1. For the range of A 
and 0 of Table 1 it is seen that the effect of linear variation of the 
thermal conductivity on phase change speed is not significant 
when the mean value is used. However, the difference becomes 
larger for large | f) \ and small h. 
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Appendix 
A General izat ion of Theorem N o . 1 

The following theorem is a generalization of theorem No. 1: 
Theorem. Let the solution of the following boundary value 

problem 

jL{D{n<!L}+2V4£ 
tin dv <iv 

/'(o) = o 

= o 

where 

be designated as 

then 

where 

/(°°) = 1 

D ( / ) = (1 + ,3/4- yfr 

f(v) = <V(??) 

/(>?) = / , , + ( / - -fo)<Pt,e"(cri) 

* Q j+ 2y/0)(y, - / o ) 
o = 777—^—T~5— 

1 + llfo + yfi) 

and 

y(/- -hf 
1 + # 0 + >/o' 

c = (1 + ah + y / 0
2 r / 2 

(51) 

(52) 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 

(59) 

is the solution of equation (51) which satisfies the boundary con­
ditions 

/ ( 0 ) = / „ (60) 

and 

/ ( » ) = / - (61) 

When 7 = 0 and n = 1, this reduces to theorem 1. When 7 = 0, it 
always results that t - 0; when fi = 0 and 7 ^ 0, however, <5 may 
not be equal to zero. Fujita [4] obtained the solutions of diffusion 
problems which are special cases of equation (51). 
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Time-Dependent Transpiration 
Heat Transfer in Porous Cylinders 
This paper investigates the transient temperature distribution within transpira­
tion-heated and -cooled porous tubes that occur after a step increase in the rate of con-
vective heat transfer at one of the tube surfaces. Analytic solutions are presented for 
transpiration cooling, catalytic chemical reactor, and tubular regenerator applications. 
These solutions include the effect of forced connective heat transfer at both tube surfaces 
where conventional heat-transfer coefficients are used to define the boundary conditions. 

1 Introduction 
Transient temperature distributions develop in hot startup of 

transpiration-cooled porous tubes of magneto-plasma-dynamic 
generators and rocket nozzles. They also develop in the hot start­
up of gas heated porous regenerator matrices and porous tubular 
chemical reactors. In the case of transpiration cooling, the po­
rous tube is transmitting protective cooling gas unidirectionally 
at the time the coolant-discharge (blowing) surface is suddenly-
exposed to severe convective heating by a high-temperature gas 
stream. Regenerator hot startup, or single blow, occurs when the 
initially isothermal tubular regenerator matrix is suddenly ex­
posed to a flow of a high-temperature gas through its interstices 
for the purpose of storing thermal energy. In the hot startup of 
the porous tube catalytic chemical reactor, a high-temperature 
catalyst gas is suddenly introduced on one side of the initially iso­
thermal porous tube and is forced through the porous tube and 
into the reaction zone, in order to increase the rate of reaction of 
the species of a gas mixture flowing in the reaction zone. 

After hot startup of a given matrix material, a transient tem­
perature distribution develops in the matrix material. Interest fo­
cuses on the effect of matrix storage, the enthalpy transport ac­
tion of the transpiring gas, and matrix heat conduction in the 
gas-flow direction. In many porous heat transfer matrices, heat is 
readily conducted perpendicular to the gas flow direction, and the 
internal wetted surface area and the interstitial convective heat 
transfer coefficient between the gas and matrix are large. There 
conditions cause the difference in temperature between the ma­
trix and gas to be very nearly indistinguishable throughout the 
matrix. A direct consequence of this condition is that the gas and 
matrix temperature may be treated as being equal, affording a 
significant simplification in the mathematical analysis. Another 
consequence of this condition is that the conventional heat-trans­
fer coefficient definition may be used to define convective bound­
ary conditions at the bounding surfaces of the porous matrix. 

Schneider and Brogan [l]1 developed an analytical solution for 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the 

JOURNAL OF HEAT TRANSFER. Manuscript received by the Heat 
Transfer Division, July 31.1973. Paper No. 74-HT-Q. 

the transient temperature distribution in a transpiration-cooled 
porous flat plate. At the gas-entry surface, a nonco'nvective 
boundary condition was specified in which the rise in enthalpy of 
the gas from its upstream reservoir value was set equal to the rate 
of heat conduction from this face. That is, the gas flow was taken 
to be normal to the gas-entry face with no net lateral fluid motion 
at this face. Burch [2] extended the solution of Schneider and 
Brogan to include the effect of forced convective heat transfer at 
the gas-entry face. 

Schneider [3] presented analytical solutions for the steady-state 
temperature distribution in a transpiration-cooled porous flat 
plate and tube for the case of high-temperature gas flowing inside 
the tube. Convective boundaries were specified at both boundary 
surfaces. At the gas-entry surface a convective heat-transfer coef­
ficient was defined as the additive surface conductance resulting 
from the net lateral fluid motion. Koh, et al. [4] presented a 
steady-state analytical solution for the transpiration-cooled slab 
which takes into account a finite temperature difference between 
gas and matrix. Later Koh, et al. [5], presented similar solutions 
for transpiration-cooled cylinders and spheres. 

Jiji [6] derived analytical solutions for the transient tempera­
ture distribution in a transpiration-cooled tube for the case of the 
outside tube surface suddenly exposed to high-temperature con­
vective heat transfer and the case of the outside tube surface sud­
denly exposed to a high-intensity heat flux. At the gas-entry sur­
face, the rate of convective heat transfer was set equal to the rise 
of enthalpy of the gas from its upstream reservoir value. 

Schumann [7] presented analytical solutions for the transient 
temperature distribution of a gas and solid during the starting 
operation of a porous flat plate regenerator. Matrix conduction in 
the flow direction was neglected. Creswick [8] extended the Schu­
mann analysis by the finite difference technique to include the 
effect of longitudinal conduction. Later, Howard [9] expanded the 
work of Creswick by compiling comprehensive numerical results 
into a chart from which the intersticial heat-transfer coefficient 
could be determined from a transient test. Moreland [10] ob­
tained an alternate numerical solution to this problem utilizing 
numerical inversions of Laplace transforms. 

This paper investigates the transient temperature distribution 
in transpiration-heated and -cooled porous tubes which are sud­
denly exposed to high-temperature convective heat-transfer at 
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one of the tube surfaces. Analytical solutions are presented for 
the following transpiration heat-transfer applications: 

1 Transpiration-cooling: 
(a) High-temperature gas (lowing inside the tube, coolant 

transpiring radially inward. 
(b) High-temperature gas flowing at the outside tube sur­

face, coolant transpiring radially outward. 
2 Catalytic chemical reactors: 

(a) Reacting gas mixture flowing inside the tube, high-tem­
perature catalyst gas injected radially inward. 

(b) Reacting gas mixture flowing at the outside tube sur­
face, high-temperature catalyst gas injected radially 
outward. 

These solutions include the effect of forced convective heat trans­
fer at both tube surfaces where conventional convective heat-
transfer coefficients are used to define the boundary conditions. 
Furthermore, the catalytic reactor solutions may be extended to 
tubular regenerators merely by allowing the convective heat-
transfer coefficient at the gas-exit surface to vanish. 

rT,C5[T t £ d r ] 

Fig. 1 Enlarged segment of a porous tube showing the heat balance on 
a cylindrical element 

2 Ana lys i s 
An enlarged segment of a porous tube is shown in Fig. 1. The 

tube has an inner radius, a and outer radius, b and is initially at 
a temperature, Tg of a fluid transpiring through the porous ma­
trix. The mass flow rate m of transpirant is assumed to be con­
stant and is defined as a positive quantity for flow radially out­
ward and as a negative quantity for flow radially inward. The 
thermal, physical, and transport properties of the matrix and the 
fluid are considered to be constant with respect to temperature 
and position. Consistent with the analysis of Weinbaum and 
Wheeler [11] on porous metal walls, it is assumed that at any ra­
dial position within the matrix, the flow and solid are at the same 
temperature. Within a narrow region at the gas-entry surface of 
an actual matrix the gas temperature will depart from the matrix 
temperature. The solutions of the present paper do not take this 
effect into account, and some departure from prediction and ac­
tual matrix behavior should be expected in this narrow region, 
depending on the coarseness of the pores. 

With the foregoing assumptions and heat and mass flow only in 
a radial direction within the porous cylinder, a heat balance may 
be performed on the cylindrical element of unit length and thick­
ness, dr shown in Fig. 1. 

The sum of the net rate of heat conduction and the increase in 
fluid energy content is equal to the rate of energy storage in the 
cylindrical element, giving the partial differential equation 

2TTA„ 5 > 
3 2 r 

W-2 " 

3 7, . 37 
oy e by 

(1 + 2v) or 
y 3r 

= 277 

1 

>'PmC„ 

(IV 

B7 

37 
3/ (1) 

(2) 

where the dimensionless flow rate, matrix thermal diffusivity, 
and dimensionless temperature excess are defined by 

Tn. 
A„, 

P „,<-•< 

and r 
T (3) 
T,-Tt 

respectively. The factor (1 - 2c) is applicable for the condition 
with a transpiring fluid flowing in a direction of increasing radius. 
For flow in the reverse direction, the factor (1 + 2v) is applicable. 

The porous cylinder is initially at the temperature of a fluid 
transpiring through it by means of an applied pressure difference. 
The initial condition is expressed by 

r = 0, 7 = Te for / £ 0, and a £ r £ b (4) 

When the temperature of the fluid flowing inside the cylinder, r 
< a, is suddenly elevated to and maintained at 7/, heat is trans­
ferred from the fluid to the inner surface. This condition may be 
expressed by .the relation 

37 
by 

At the outside surface, r = b, heat that is conducted through the 
matrix is transferred by convection to the fluid in the plenum an-

A„ = !it(Tf - 7) at y = a (5) 

nulus at temperature, 
the relation 

Tg. This condition may be expressed by 

- A , 
97 
by 

l/(j(T - Tg) at y = b (6) 

where hi and h0 are the heat-transfer coefficients at the inside 
and outside surfaces, respectively. Equations (5) and (6) may be 
expressed by the dimensionless relations 

or 

by 

bi­

ll ,(1 - r) at r (7) 

(8) = H{) r at r = /) 

where v is defined (3) and Hi = ahi/\m and Ho = bho/\m are the 

- N o m e n c l a t u r e -

a = inside radius of tube 
b = outside radius of tube 

Cg = specific heat of gas transpirant 
Cm = specific heat of matrix 
F0 = Fourier number, F0 = amt/L2 

where L is characteristic length 
hi = heat-transfer coefficient at in­

side tube surface 
h0 = heat-transfer coefficient at out­

side tube surface 
Hi = Biot number at inside tube sur­

face. Hi - hia/\m 

Ho = Biot number at outside tube sur­
face. Ho = hQb/Km 

H* = 

Qr = 

t 
T 

reference Biot number correspond­
ing to v = 0 

superficial radial mass flow rate 
of gas coolant per unit length 

radial heat flow per unit length of 
tube 

radius 
time 
temperature 
initial temperature of porous tube 
temperature excess, v = (T -

Tg)HT,-Tg) 
matrix thermal diffusivity, 

r^m/pmCm 

fin = roots of characteristic equations 
Am = thermal conductivity of matrix 

v = dimensionless flow rate, v = niCg/ 
47rAm 

pm = density of porous matrix 

Subscripts 

/ = refers to hot gas stream 
g = refers to gas 
i = refers to inside tube surface 

m = refers to matrix 
0 = refers to outside tube surface 
* = reference corresponding to v = 0 
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Fig. 2 Transpiration heat-transter apparatus 

dimensionless Biot numbers at the inside and outside surfaces, 
respectively. 

When the temperature of the fluid flowing in the plenum annu-
lus, r > b, is suddenly elevated to and maintained at Tf, the 
boundary conditions are defined similarly by the relations 

'"' - at r = a (9) 

b 

: = I-hr 

r) at r = b (10) 

3 Transpirat ion Heat -Transfer Appl icat ions 
The applications discussed in the introduction to this paper 

can, in general, be separated into three categories, namely: tran­
spiration cooling, catalytic chemical reactor, and tubular regener­
ator applications. Each of these applications must consider the 
direction of transpiration fluid flow, the assumptions made in the 
previous section, and the values assigned to the thermal and 
physical properties, in particular the coefficients of heat-transfer 
h0 and h, as defined in (5) and (6). 

For a practical application, the lateral flow of gas inside the 
cylinder and in the plenum annulus as shown in Fig. 2 will give a 
net lateral component of fluid motion at both surfaces of the 
tube. For this reason the coefficients of heat transfer at these sur­
faces must include a component due to forced convection in addi­
tion to a component that provides for a change in enthalpy of the 
transpiring fluid on entry to and exit from the surfaces. Correla­
tions for predicting heat-transfer coefficients with boundary-layer 
suction (fluid entry) and blowing (fluid exit) may be found in [12, 
13, 14]. 

A Transpiration Cooling. The first transpiration cooling 
solution was derived for the case of the inside surface of the tran­
spiration-cooled tube of Fig. 2 suddenly exposed to a high-tem­
perature gas stream. The tube is initially at the temperature of a 
cold gas which is transpiring radially inward. Suddenly, a high-
temperature gas stream flows inside the tube, while the flow of 
transpirant is maintained constant. The temperature distribution 
within the tube is governed by differential equation (2) with a 
plus sign (flow radially inward). Furthermore, since the step in­

crease in the rate of convective heat transfer occurs at the inside 
surface, boundary conditions (7) and (8) apply. The solutions, 
(A-2) and (A-3), which satisfy the foregoing conditions are de­
rived in the Appendix. 

The second transpiration cooling solution was derived for the 
case of the outside surface of the tube suddenly exposed to a 
high-temperature gas stream. Since the flow of transpirant for 
this case is radially outward, the temperature distribution within 
the tube is governed by differential equation (2) with a minus 
sign. Furthermore, since the step increase in the rate of convec­
tive heat transfer for this case is at the outside surface, boundary 
conditions (9) and (10) apply. The solutions, (A-6) and (A-7), 
which satisfy the foregoing conditions are derived in the Appen­
dix. 

Both of the foregoing transpiration cooling solutions are also 
applicable to transpiration heating applications, such as in de-
icing operations. In these applications, a high-temperature gas is 
forced to transpire through a porous tube to prevent ice formation 
at one of its surfaces which is exposed to a low-temperature con­
vective environment. 

The transient temperature distribution for the case of the in­
side surface of a transpiration-cooled tube suddenly exposed to a 
high-temperature gas stream is shown in Fig. 3. A radius ratio 
b/a = 2, an inside Biot number Hi = 1, an outside Biot number 
Ho = 1.5, and a transpirant flow rate v = 0.5 were selected for the 
analysis. In the center plot radial temperature distributions with­
in the tube are plotted for selected Fourier numbers (elapsed 
times). Initially (F0 = 0), the tube is at the transpiring gas sup­
ply temperature Tg. High temperature gas flow is suddenly ini­
tiated inside the tube. After a small period of time (Fo = 0.01), 
the temperature rises sharply in a narrow region at the hot inner 
surface, while the remainder of the tube is still unaffected. As 
time progresses, the temperature profiles rise in the tube until the 
steady-state distribution (F0 = <») is reached. To the left of the 
center plot, the variation of temperature with time is plotted for 
the inside surface (r = a). To the right of the center plot, a simi­
lar plot is given for the outside surface (r = b). At both surfaces 
the temperature rises exponentially with time, but the response 

2 _/-____ _ L — . 

-•-•'VAAA'--' 

s 

I 00 I IS 

Fig. 3 Transient temperature distribution in a transpiration-cooled tube 
after sudden exposure to a night-temperature gas stream at the inside 
surface (v = 0.5, b/a = 2, H0 = 1.5, and H, = 1) 
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Fig. 4. The effect of forced convection at the gas-entry surface on the 
temperature response at the hot-side surface (upper set of curves) and 
cold-side surface (lower set of curves) 

at the cooler outside surface is considerably slower, owing to the 
time required for the effect of the high-temperature convective 
environment at the inside surface to be propagated to the outside 
surface. 

The presence of forced convection at the cold-side gas-entry-
surface of a transpiration-cooled tube will have a significant in­
fluence on the previously described transient-temperature distri­
butions. This effect is investigated for the case of the outside sur­
face of a transpiration-cooled tube suddenly exposed to a high-
temperature gas stream with the coolant transpiring radially out­
ward. An outside Biot number H0 = 1, a t ransplant flow rate v 
= 0.5, and a radius ratio b/a = 2 were selected for the analysis. 
Fig. 4 shows the temperature response at the hot-side surface 
(upper set of curves) and cold-side surface (lower set of curves) 
for selected rates of convective heat transfer at the gas-entry sur­
face. The condition H, = 2. corresponds to a condition of no 
forced convection at the gas-entry surface studied by Jiji [4], 
Thus, the curves for __, = 1 represent the condition of no forced 
convection at the gas-entry surface. It is seen that the present so­
lution agrees with the solution of Jiji. The added effect of forced 
convection at the gas-entry surface is to lower the magnitude of 
the temperature response at both surfaces and reduce the time 
required to reach a steady condition. The reduction in tempera­
ture is most pronounced at the cold-side surface where the addi­
tional convective heat transfer corresponding to outside Biot 
numbers Hi = 2 and Hi = 3 lowered the steady-state temperature 
43 and 60 percent, respectively. At the hot-side surface, the re­
duction in temperature was less and was not felt until nearly a 
steady condition was reached. A broken line is drawn through the 
points on the curves where the temperature reaches 90 percent of 
its steady-state value, showing that an increase in force convec­
tion reduces the time required to reach a steady-state condition. 

The t ransplant flow rate i> significantly effects the transient 
temperature distribution within a transpiration-cooled tube 
through its enthalpy transport action within the tube and at the 
boundary layers of the tube surfaces. Since variations in the tran­
sp lan t flow rate v will have a strong influence on the heat-trans­
fer coefficients at the tube surfaces, the following experimental 
relation was used to adjust these heat-transfer coefficients for the 
enthalpy transport action of the suction and blowing: 

/ / = ^ _ _ _ _ _ _ _ _ ( n ) 

where H^ = Biot number without suction or blowing 
v = transpirant flow rate (defined positively for flow into 

the surface) 

Mickley, et al. [12] developed this relation for predicting heat-
transfer coefficients for flow along a flat plate with boundary-
layer suction and blowing. The results of Kalny [13] and Aggar-
wal and Hollingsworth [14) indicate that this correlation is ap­
proximately valid for flow at the inside surface of a cylindrical 
annulus. For the present analysis equation (11) is applied to both 
the inside and outside surfaces. Note that it can be shown that 
for vanishing transpirant flow rates (« - • 0), H approaches H,. 
When the transpirant flow rate becomes very large iv -* <*>), H 
approaches 2v at the suction surface and vanishes at the blowing 
surface. 

The effect of the flow rate v on the temperature distribution 
was investigated for the case of the inside surface of a transpira­
tion-cooled tube suddenly exposed to a high-temperature gas 
stream. For this analysis, a radius ratio b/a = 2, and Biot num­
bers without suction and blowing equal to unity were selected. 
The temperature response at the inside hot-side surface is plotted 
for selected transpirant flow rates v in Fig. 5. The Biot numbers 
corresponding to the selected transpirant flow rates v were calcu­
lated from equation (11) and these values were used to calculate 
the temperature curves. An increase in the transpirant flow rate v 
significantly lowered the temperature and reduced the time re­
quired to reach a steady-state condition. The curve for . = o cor­
responds and agrees with the solution of Cawslaw and Jaeger (15]. 
As in the previous plot, a broken line is drawn through the points 
on the curves where the temperature reaches 90 percent of its 
steady-state value. 

B Catalytic Chemical Reactors. In a catalytic chemical re­
actor the injection of a catalyst gas is used to control the rate of a 
chemical reaction taking place between the species of a gas mix­
ture. The catalyst gas itself does not enter the chemical reaction 
and remains unaltered, but the rate of reaction is strongly depen­
dent on the temperature of the injected catalyst gas. 

The first solution was derived for the case of a chemical reactor 
tube inside of which a reacting gas mixture is flowing (see Fig. 2). 
The rate of the reaction is being initially controlled by a catalyst 
gas that is transpiring radially inward. The catalyst gas at the 
outside surface is suddenly elevated in temperature, so as to 
speed up the rate of reaction of the gas mixture flowing inside the 
tube. The temperature distribution within the tube for this case 
is governed by differential equation (2) with a plus sign (flow ra­
dially inward). Furthermore, since the step change in tempera­
ture occurs at the outside surface, boundary conditions (9) and 
(10) apply. The resulting solution is given by (A-9) and (A-10) of 
the Appendix. 

The second solution is derived for the inverted case of a chemi-
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Fig. 5 The net effect of the transpirant flow rate v on the transient tem­
perature distribution within a transpiration-cooled tube 
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Fig. 6 Transient temperature distribution within a chemical reactor after 
the catalyst gas being injected at the outside surface is suddenly elevat­
ed in temperature (v = 0.5, b/a = 2, HB = 1.5, H, = 0.5) 

Fig. 7 The effect of forced convection at the gas-entry surface on the 
transient temperature response at the outside surface (upper set of 
curves) and inside surface (lower set of curves) 

cally reacting gas mixture flowing in the plenum annulus of Fig. 
2. The rate of reaction is being initially controlled by a catalyst 
that is transpiring radially outward. The temperature of the cata­
lyst gas flowing inside the tube is suddenly elevated in tempera­
ture, so as to increase the rate of reaction of the gas mixture flow­
ing in the annulus. The solution for the temperature distribution 
that satisfies differential equation (2) with a minus sign (flow ra­
dially outward) and boundary conditions (7) and (8) is given by 
(A-ll) and (A-12) of the Appendix. 

The transient temperature distribution within a chemical reac­
tor tube for the case of a chemically reacting gas mixture flowing 
inside the tube is shown in Fig. 6. A radius ratio b/a = 2, an in­
side Biot number Hi = 0.5, an outside Biot number H0 = 1.5, and 
a catalyst flow rate v = 0.5 were selected for the analysis. In the 
center graph, radial temperature distributions within the tube are 
plotted for selected Fourier numbers. The tube is initially at a 
uniform temperature Tg. High-temperature catalyst gas is sud­
denly forced to transpire radially inward. After a small period of 
time (Fo = 0.01), the temperature rises sharply in a narrow region 
at the outside gas-entry surface, while the remainder of the tube 
is still unaffected. As time progresses, the temperature profiles 
rise until a steady condition (Fo = °°) is reached. Notice, the 
shape of the steady-state distribution is concave downward for a 
chemical reactor tube, whereas it is concave upward for a tran­
spiration-cooled tube. To the left of the center graph, the temper­
ature response of the inside surface is plotted. To the right of the 
center graph, a similar plot for the outside surface is given. The 
temperature at both surfaces is seen to vary exponentially with 
time but slightly more time is required for the inside surface to 
reach a steady-state condition. 

Force convection at the gas-entry surface of a chemical reactor 
tube will have a significant effect on the previously described 
transient temperature distributions. This effect is investigated for 
the case of a reacting gas mixture flowing inside the reactor tube. 

A catalyst flow rate i> - 1, a radius ratio b/a = 2, and an inside 
Biot number Hi - 1 were selected for the analysis. In Fig. 7 the 
temperature response at the outside surface (upper set of curves) 
and the inside surface (lower set of curves) is plotted for selected 
outside Biot number Ho. Previous solutions in the literature took 
H0 = 2i< which corresponds to a condition of no forced convective 
heat transfer at the gas-entry surface. The condition v = 1 and 
Ho = 2 represents this latter condition. The presence of forced 
convective heat transfer at the gas-entry surface (Ho > 2) raises 
the temperature within the tube during the transient adjustment 
and decreases the time required for the temperature to reach a 
steady-state condition. Increasing the outside Biot number Ho 
from 2 to 5 reduces by approximately 50 percent the time re­
quired for the temperature at the hot-side gas-entry surface to 
reach 90 percent of its steady-state, whereas at the cold-side gas 
exit surface the corresponding reduction in time was approxi­
mately 41 percent. Forced convection at the gas-entry surface has 
little effect on the magnitude of the steady-state temperature dis­
tribution which is contrary to the transpiration-cooled tube (see 
Fig. 4). 

C Tubular Regenerators. A very efficient method of ex­
changing heat between two gases at substantially different tem­
peratures is to alternately pass these gases through a porous cy­
lindrical matrix, like the transpiration heat-transfer apparatus of 
Fig. 2. The catalytic reactor tube soultions derived in the Appen­
dix represent approximate solutions for the starting operation of a 
transpiration-heated or -cooled regenerator. In most regenerators 
the gas flow rates are large causing the gas-exit surface to be very 
nearly adiabatic. Therefore, when using these solutions, the Biot 
number at the gas-exit surface should be set equal to zero. This is 
consistent with most regenerator solutions in the literature which 
take the gas-exit surface to be adiabatic. When using these solu­
tions, it should be noted that the free stream temperature at the 
gas-exit surface is incorrectly maintained at the constant value 
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Tg. In an actual regenerator this temperature would rise through­
out the transient adjustment period. However, since the heat 
transfer to this surface is negligible, the fact that the mathemat­
ics incorrectly maintains the bulk gas temperature at this surface 
equal to a constant value will not effect the solution for the tem­
perature distribution within the tube. 

fn designing a transpiration-heated and -cooled regenerative 
heat exchanger tube, a foremost consideration is the time re­
quired for the temperature within the regenerator to be switched 
from one level to another. A parameter having much bearing on 
the response time (the time required for the temperature to be 
switched from one level to 90 percent of its new steady-state 
value) is the transpirant flow rate v. This effect is investigated for 
a regenerator that is suddenly exposed to a high-temperature gas 
transpiring radially outward. A radius ratio b/a — 2 was selected 
for the analysis. From equation (11), the Biot number with high 
rates of blowing is seen to vanish, whereas the Biot number with 
high rates of suction is seen to approach 2c. Since large transpi­
rant flow rates are usually used in regenerator applications, an 
outside surface Biot number Ho = 0 and an inside surface Biot 
number Hi = 1v were used for the analysis. The temperature re­
sponse at the gas-exit surface is of particular interest, since this 
surface is the last point in the tube to reach a steady-state value. 
The variation of temperature with time at the outside surface is 
plotted in Fig. 8 for selected transpirant flow rates v. Changing 
the transpirant flow rate v from 3 to 20 reduced the response time 
bv a factor of 9. 

A P P E N D I X 

The partial differential equation 

32l< 1 ±2v J_ 

is satisfied by the following general solution 

I- ::r A 

lrC„Hiir)<lr \CvH,J,r) L- C„,2Ulr) 
2v 

(-\Ulr)CvMr)\ 

Br"-" •- r"'CM^'~" (A-1) 

where the cylinder function C„(dr) = DJ„{j3r) + EY„(0r) is a 
linear combination of the Bessel functions of order v and of the 
first and second kind, respectively. By setting dv/dt = 0, the first 
and second terms of (A-1) are the time-independent or steady-
state terms. The constants A, B, I), and E are to be determined 
from the initial condition (4) and the appropriate set of boundary 
conditions (7) and (8) or (9) and (10). 

Relationships involving the cylinder function that are necessary 
for deriving the solutions found in the following sections are de­
fined by the following: 

rl 
rlr 

k ^ C X i r ) ! = -iir'T^idir 

\r"Cv(M = - /S rT^Oi i r ) +- 2vr"-lCM) 

1 
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H0'0 ' 
H°lt'.. . 1 . . . . 
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y ^ 

5i / 
/ 1 / 90° 

/ 7 
i l l 

/ / / 

^ 

\ 
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ie Com} 

o 9 y -

[r\Mr" - yr~"}C\,(,1r)tlr = 

X\J>-" + A Y - ' I c ^ O ) 
2vNr 

-CM) 
The various coefficients replacing I) and E in the cylinder func­
tion are defined by the following: 

I\= / / 0 r„(pV;/«) - fiJ^aY^^b/a) 

Qn = H(fJv{finh/a) - iij,/ajl,tt(l.inb/a) 

Rn-- HSYM) + $„Y„,,(,.?„) 

Sn = HVJM) 4- ,ijMl,) 

rt„= (//,. - 2v)YM) •'- i3„Y^(pn) 

Wn = (Ht -2v),lM) + M,JP„) 
A'„ = (Hu + 2i<)I'„(/3„/>/") - ji„b/aYutl(iinb/a) 

Zn= (H(l + 2v)ju(li„b/«) - tiJi/fhh^UiJi/a) 

1 Hot Gas Ins ide , Coolant Transp ir ing Radial ly 
Inward 

For the case with hot gas flowing longitudinally in the inside of 
a cylindrical tube and with the transpiring coolant flowing radial­
ly inward (case with (1 + 2id of (3)), the general solution (A-1) 
must satisfy the boundary condition (7) and (8) and the initial 
condition (4). Setting u = vs ++ ut, where vs and vt are the 
steady-state and time-dependent portions, respectively, the solu­
tion becomes 

/ / , [ ( 2 ^ - / / „ ) 4 H/b/r)2"} , , 
' ' _ 11,(21' - //,,) -*- Hu(2v 4- / / , . ) ( / , / , /p l / W j 

r, = Hi(a/r)"ZAnCMr/'ih's"2""'2 

C\(fSnr/f,) = Pn.Jv(fi„rle) - QnYv(jinr/a) (A-3) 

and fjn are the positive roots of the characteristic equation PnSn 

- QnRn = 0. From the definition for /?„ let 

Pn = %L 

The discrete values for the cylinder function, using the Wron-
skian relation J,,rl(Z)Y,,(Z) - J,(Z)Y„+1(Z) = 2/KZ, are de­
fined by 

CM = -2p„/7f, Cv(,'Jnb/a) = 2/JT. p„CvtiUi„) = 

2^, M/aC^b/a) = If-
The constants A„ of (A-3) are determined using the orthogonal­

ity of the defined cylinder function and the initial condition (4), 
or vt = ~i-'s at time t = 0. This gives, 

b b 

A„f rCMM')<lr = -f r\Mr" + Nr^lCdS^/t&lr (A-4) 
n a 

where M and N are the coefficients of the first and second terms 
of (A-2) multiplied by (r/a)1'. The integral on the left side of 
(A-4) was previously defined in indefinite form. Taking the limits 
and the discrete values given in the foregoing, its value is 

(2) w h e r e 

Pn 

\ rCjdi„r/(t)dr = 
a 

- I f ^ U V 4 dinb/af -2vHc,-p„2(Hi
2 + ,32 + 2vH,\ 

" Pn 

Also, the integral on the right gives zero at r = 6, and at r = a 
gives 

- / r\Mr" + Nr-^CM^aW = ^Pi" 
Cn 

From (A-4), the value for A„ of (A-3) is 

A„ = Il()
2 + (ii„b'af - 2vH, -pn

2(Hf + f3„2 + 2vH{) 
(A-5) 

Fig. 8 The effect of the transpirant flow rate v on the temperature re­
sponse at the gas-exit surface of a tabular regenerator 

Substituting Ii0 - H0' + 2v (where Ho' is the additive surface 
conductance due to forced convection at the coolant-entry face), 
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the s t eadv - s t a t e solut ion of (A-2) reduces to Schne ide r ' s solution 

[3]. 

2 H o t G a s O u t s i d e , C o o l a n t T r a n s p i r i n g R a d i a l l y 
O u t w a r d 

For the case with hot gas flowing longi tudinal ly ou ts ide of a cy­

l indrical t ube and with the t r ansp i r ing coolant flowing radial ly 

ou tward (case with (1 - 2c) of (3)), the general solut ion (A-l) 

must satisfy the ini t ial condi t ion (4) and boundary condi t ions (9) 

and (10). As in the previous case, the solut ion is wri t ten in the 

same form, or 

' ' - H](2V- Ui)+''H~(2v~~H^Tb/7f 

rt = Illt(r/!,)"Y>BnCl,(li„r/a)c~iJa"n' 

( A - 6 ) 

( A - 7 ) 

where C,,(i3„r'a) = U„Ju(iin
r/a) - W„Yr(lin

r/a). and /i„ are the 
positive roots of UnZn — WnX„ = 0. T h e values of Bn are 

/; 
'<[>n 

IIC + ti2 -2vII, --pJlllJ'+'UiJ,/,!)2 + 2vlQ ( A ^ 8 ) 

where p„ = Wn/Zn 

T h e subs t i tu t ion , Hi = 2c in (A-6) and (A-7) gives the same solu­

tion as found in (12) of Jiji [6). 

3 H o t G a s T r a n s p i r i n g R a d i a l l y O u t w a r d 

For the case of a hot gas t r ansp i r ing radia l ly ou tward (case (1 

- 2c) of (3)) which would a p p r o x i m a t e the hea t ing port ion of a 

t ranspi ra t ion-cooled regenerator cycle, the general solut ion (A-l) 

mus t satisfy (4) and the boundary condi t ions (7) and (8). T h e so­

lution is given by 

/ / j K ^ j t - 7/„)__-^//11(;^/M21' _ 
' ' • ' " ' Hi(2v'+ IiJ~:i- Hi}(2v- Il]j(n/T)^ 

(A-9) 

r, = HiU-/rtYZD„C\(l3„r'a)e~lin2*t"'2 
( A - 1 0 ) 

where C„(f}nr/a) = XnJ„(f}nr/a) - Z„Y„((Snr/a), fin are roots of 
UnZn - WnXn = 0, a n d Dn = ~Bn, (AS). An appl ica t ion to the 
regenerator cycle is to set H, = 2c and Ho = 0. 

4 H o t G a s T r a n s p i r i n g R a d i a l l y I n w a r d 

For t h e case of a hot gas t r ansp i r ing radial ly inward (case (1 + 

2c) or (3)), t he general solut ion (A- l ) m u s t satisfy the init ial 

condi t ion (4) and t h e b o u n d a r y condi t ions (9) and (10). T h e solu­

t ion is given by 

Hz\(2v u / / . ) - / / . ( „ / y f - ] 

H(](2i' + Hf) t- H.{2P -"HJQTbW 

= H0(b/rYZEnC,(tinr/a)c -en
2<*t/a2 

( A - l l ) 

( A - 1 2 ) 

where CJftnr/a) = RnJ,.(0nr/a) - SnYvi0„r/a). ,d„ are roots of 

IJ
nS„ - Q,<fin = 0, and En = -A„, (A-5). 

In all of the foregoing four cases, t he s t eady-s t a t e solution for c 

= 0, may be found by se t t ing c = 0 in (2) and are given by the 

equa t ion . 

ZiAi l l ln( /> 'V: I -! / / n r 2 | i _ 11 In ( ;7r / ) 

where t h e app rop r i a t e subs t i t u t ions are V2 = 0, Vi = 1 or V1 = 0, 

V2 = 1. T h e t ime dependen t solut ions (A-3), (A-7), (A-10), and 

(A-12) for v - 0 are found to be identical to a general solut ion 

found in Cars law and Jaeger [15] with the app rop r i a t e subs t i tu ­

t ions from (7) th rough (10). 
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The Thermal Diffusivity of Highly-
Filled Rubber 
The influence of strain and temperature on the thermal diffusivity of solid propellant is 
investigated. Starting w-ith the classical heat conduction equation for constant thermal 
properties, a simple procedure for experimentally determining the diffusivity and check­
ing the validity of this equation is described. Existing theoretical bounds on the conduc­
tivity of composites with voids are then revieived. Following a description of the experi­
mental program, transient temperatures in two different solid propellants, covering the 
temperature range -320 deg F to 140 cleg F and strain range 0 to 20 percent, are given 
and compared with theory. The diffusivity is found to vary noticeably with both strain 
and temperature. 

Introduction 

The thermal diffusivity of a particulate-filled polymeric mate­
rial may, in general, depend on both current and past values of 
strain and temperature as a result of two distinctly different 
mechanisms. 

Strain-induced vacuoles affect the thermal conductivity and 
density; in turn, these properties cause changes in the diffusivity 
since it is equal to the ratio of conductivity to density and specif­
ic heat. Composite materials, such as solid propellant, consisting 
of soft elastomeric matrices highly-filled with hard particles may 
contain voids between the matrix and particles (dewetting) and 
within the matrix far below the point of gross failure [f J.1 For a 
given applied strain, vacuole dilatation usually increases with in­
creasing strain rate and decreasing temperature [1]. 

The second mechanism is related to viscoelastic behavior of the 
polymeric matrix and its effect on the matrix's specific heat. This 
thermal property usually decreases with decreasing temperature, 
especially as the temperature passes through the glass-transition 
region; moreover, the specific heat within this region is strongly 
dependent on the rate of cooling as a result of slow molecular con­
figuration rearrangements [2|. Thus, the diffusivity can be ex­
pected to increase as the material is cooled in the neighborhood of 
the glass-transition temperature since the conductivity does not 
normally decrease; see, e.g.. (3). 

It should be noted that the glass transition temperature, as 
normally defined for amorphous polymers, is the temperature at 
which the thermal expansion coefficient is nearly discontinuous 
[4]. This temperature is somewhat dependent on the experimental 
time scale over which the volume change is measured; a variation 
of approximately six deg (deg F) per decade change in time scale 
is typical [4|. Essentially, the same molecular processes are be­
lieved to produce this behavior and the dependence of specific 

1 Numbers in brackets designate References at end oi paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received bv the Heat Transfer 
Division, July :)(), 1973. Paper No. 74-HT-W. 

heat on temperature history; a generally accepted molecular 
theory of volume viscoelasticity is based on the concept of free 
volume [4], just as that for specific heat is based on the related 
hole theory of liquids and glasses (2. 5]. Results of these two 
theories recently have been related in [6] by using a relationship 
between specific heat and thermal expansion derived in (7) from 
the theory of irreversible thermodynamics. 

For the purpose of this paper, the term "glass transition range" 
will be defined as the temperature range over which the specific 
heat depends measurably on temperature history. The approxi­
mate lower limit of this range is the long-time glass transition 
temperature, Tg. as defined in the foregoing. In view of the un­
filled polymer data in [2] and [o), for example, the range may be 
as broad as 50 deg F or more, depending on the different cooling 
and heating rates used. Furthermore, the greatest variation with 
respect to history in specific heat occurs when a sample is slowly 
cooled through the glass-transition range and then rapidlv heated 
(2). 

The present study was motivated by the foregoing consider­
ations and the fact that significant discrepancies between mea­
sured and predicted transient temperature distributions (where 
the latter were based on the assumption of constant diffusivity) 
have been reported for solid propellant grain structures [8-10]. 
Although all of the sources of this error are not known there is ev­
idence in [8, 9] that the thermal diffusivity varies appreciably 
with temperature. In [9], thermal data obtained in transient tem­
perature tests were numerically differentiated which, together 
with the heat conduction equation, were used to derive local 
values of thermal diffusivity. It was concluded that the diffusivity 
is both time and temperature dependent; however, we do not be­
lieve these results necessarily imply diffusivity depends on vari­
ables other than temperature since the numerical procedure was 
based on the equation for constant conductivity and not that for 
temperature-dependent conductivity, equation (1). 

The specific objective of this paper is to report on the accuracy 
of the classical heat conduction equation with constant diffusivity 
and reasons for deviations, if any, for strained solid propellant 
subjected to a wide range of strains and specified boundary tem-
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peratures. The first three sections are concerned with theoretical 
aspects of thermal properties. Experimental work on the mea­
surement of thermal diffusivity of two different solid propellants 
and a comparison of theoretical and experimental results for 
transient temperatures are discussed in the fourth and fifth sec­
tions. Some final remarks deal with the relative effects of temper­
ature dependent specific heat and conductivity. 

Finally, we should add that those thermal properties of com­
posite materials which are discussed in this paper are assumed to 
he independent of specimen size and temperature gradients. 
These assumptions are valid as long as the dimensions of micro-
structural inhoir.ogeneity are very small compared to (il specimen 
dimensions and (iil distances over which the temperature varies 
appreciably. Properties of composite materials which satisfy these 
assumptions are usually called "effective properties." Both condi­
tions (i) and (ii) are met in many composite material applica­
tions; except at very short times under sudden boundary temper­
ature changes, they are met in the experimental investigation de­
scribed herein. 

The Classical Heat Conduction Equation 
The classical equation of heat conduction in nonhomogeneous 

orthotropic materials, assuming the principal material axes corre­
spond to the fixed x, y, z axes, is |11J: 

3 0 . 3 0 , 3 ,. 30 
" 3v "z 

± te £ £ ) + — ( *, ^ ) + — u>3 — ; = pc • . 
dx OX 3y " 3v 3z 6 dz 3/ 

(1) 

where ix, y, z) defines a fixed rectangular Cartesian coordinate 
system and 

II .= T - Tit - difference between local temperature, T, and a 
convenient reference temperature, Tn 

ki,k2,k3 = thermal conductivities in principal directions 
p = density; c = specific heat (based on unit mass) 

For isotropic materials set k\ = k2 = k3 = k. 
This equation was derived under the assumption of constant 

strain [11] and. therefore, c is actually the specific heat for con­
stant strain. However, with the condition that the strains are 
small, the effect of strain (or stress) state on the specific heat of 
monolithic elastic solids usually can be neglected (If J. Under this 
same condition, the form of the left-hand side of equation (1) re­
mains valid with varying strains. 

For later use, we will give the solution for two-dimensional heat 
conduction in the rectangle shown in Fig. 1. Assuming isotropy in 
the .t-v plane and that pc and the in-plane conductivity, k, are 
constant, equation (f) reduces to 

320 320 1 30 

77 + ~ 7 = K F (2) 
Ax dy 

where K = k j pc = thermal diftusivity; the conductivity in the z 
direction is not necessarily equal to k. The temperature 8 = 
6tjh(t) is given along the entire boundary, where hit) - unit-step 
function (hit) = o for t < 0 and hit) = 1 for t > 0) and do = con­

stant. The initial condition throughout the body is 6 = 0. We find 
by a standard method of analysis that 

where 

f« = f E (-D cos (-^ -) (4) 
2 a 

4 -A 

- £ 
ml ,, -rrt I XT 

(-D'j COS (-x- — ) 
I h 

- aspect ratio 

4,r 
thermal diffusion time constant 

(5) 

(6) 

(7) 

Fig. 1 Time-dependence of center temperature (x = y = 0) 

Solution (3) at the center tx = y = <>) is plotted versus log (/r-r 
(log = logio) in Fig. 1 for several values of X. 

It is important to observe that the temperature depends on 
only one material property, namely the thermal diffusivity, and 
its only effect is seen in the time constant, -rr• This fact, together 
with the semilogarithmic plots in Fig. 1, can be conveniently used 
to evaluate the accuracy of the heat conduction equation (2) for a 
given material and to obtain a numerical value for the diffusivity. 
In particular, for a given aspect ratio (b/a) the experimental data 
are plotted in the form of 6/Bn versus log f. The amount of hori­
zontal translation which is required to superpose the theoretical 
(Fig. 1) and experimental curves is equal to log VT, where log r r 
> 0 (<()l when the same abscissa is used and the experimental 
curve is to the right (left) of the theory; the diffusivity K is then 
found from the relation 

4rr 
log K = log ^ r - log rT (8) 

If the two curves differ in shape, so that complete superposition 
cannot be achieved, then equation (2) with constant K is not 
valid. The discrepancy can arise from temperature-dependence 
and/or temperature history-dependence of the diffusivity. 

Heat Conduction With Discontinuous Specific Heat 
A heat conduction equation for viscoelastic media has been de­

rived in [6). and is identical to equation (1) except c is replaced 
by the "secant specific heat," cs = Q/dd/dt: Q is the rate of heat 
addition per unit mass under constant mechanical stresses. Eval­
uation of cs in terms of temperature history by means of nonequi-
librium thermodynamic theory is reported in |6). For the study at 
hand, it will be sufficient to note here that 

ce if T ' T 
c, = { " 0) 

r„ if T >-.-T, 
where Ts is the long-time glass-transition temperature. Also, cg 

and CeU'g < ce'\ are the glassy and equilibrium specific heats, re­
spectively; both of these limiting values depend on temperature 
but not on temperature history. 

Thermal Conductivity of Mater ia l s With Vacuoles 
In the experimental program to be described later, long cylin­

drical bars of solid propellant were subjected to various amounts 
of axial tensile strain and then immersed in a bath. For this load­
ing condition, even with vacuole formation, the material is ther­
mally isotropic with respect to two-dimensional heat flow in the 
plane of the cross section. Therefore, except near the ends, equa­
tion (2) should apply if the conductivity is constant. Of course, 
the thermal conductivity in the cross section and in the axial di­
rection are, in general, different. 

We now turn to the brief review of some theoretical results on 
conductivity which later will be compared to measurements on 
solid propellants. 
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Fig. 2 Effect of strain on center temperature (CTPB sample No. 2) 

The thermal conductivity of monolithic or composite materials 
with vacuoles can be predicted by treating the voids as a distinct 
phase with zero conductivity and using existing theories for com­
posites (see. for example. (13. 14, and 15] for isotropic composites 
and [16] and [17] for anisotropic composites). 

Let us consider first the result for an isotropic monolithic mate­
rial with a statistically uniform distribution (with respect to loca­
tion and orientation) of voids. According to [14], the best possible 
upper and lower bounds on conductivity. I;, in terms of void vol­
ume fraction, are given by the expression 

1 - a,. 

Fig. 3 Effect of strain on center temperature (CTPB sample No. 3) 

0 --: k /,', (10) 
1 + ( « , / , ) 

where km = conductivity of the monolithic material without 
voids, and av = volume fraction of voids. The upper bound is also 
an exact result obtained by one of the so-called self-consistent 
schemes (fiCSi [14], and can be shown to be the conductivity for 
the case in which the voids form a "composite spheres assem­
blage;" by definition, this is an arrangement in which the void 
distribution in size and space is such that the total volume can be 
considered to be entirely made up of hollow spheres, each having 
the same void fraction as the composite. 

Another result of interest concerns the bounds on the 
transverse conductivity of a monolithic material having circular, 
cylindrical cavities; from [16or 17J: 

1 
0 -2 k /.', 

' Ct„ 
1 

(11) 

where km and av are defined in the foregoing. -Just as for the 
sphere model, the upper bound is exact when the voids have 
varying diameters and are distributed in accordance with that 
described in the foregoing for spherical voids. The conductivity 
for the axial direction is given exactly as f 16): 

ka = (1 - av)km (12) 

The foregoing results, equations (10) to (12), can also be used 
when the material is itself a composite having conductivity km, as 
long as the voids are large compared to the size and spacing of 
the constituents. When this latter condition is not satisfied, we 
can draw upon the more involved results in [15| as long as the 
total body, with voids, is thermally isotropic. Consider, for exam­
ple, solid propellent. For this case, in the absence of voids, we can 
assume there are two phases: phase Xo. 1 consists of a large vol­
ume fraction of ammonium perchlorate particles l«i and ki) and 
phase No. 2 is the matrix consisting of rubber with a small 
amount of very fine aluminum powder (a2 and k2). From [15). 
with voids as the third phase, 

0 ;,• />- , Ui/3fc,) 
(13) 

where 

2 ' l (/„ (3/,>, ) " ' 
(14) 

Fig. 4 Effect of strain on center temperature (PBAN propellant) 

Several available methods of predicting conductivities of heter­
ogeneous materials and their agreement with experimental data 
are examined in fl8). 

Experimental Investigations 
The experimental program was designed to ascertain the effects 

of strain level, heating and cooling rate, and temperature range 
on the thermal diffusivity of state-of-the-art composite solid pro­
pellents. The specimens were furnished by the Aerojet Solid Pro­
pulsion Company and the Air Force Rocket Propulsion Laborato­
ry. A carboxy-terminated polybutadiene composite propellant 
(CTPB) containing approximately 76 volume percent solid parti­
cles (aluminum powder and ammonium perchlorate) was used as 
the primary test material because of its availability at the begin­
ning of the program. The second material was a polyibutadiene-
co-acrylonitrile) composite (PBAN) with approximately 73 
volume percent solid particles. (The glass transition temperature 
for polybutadiene propellant is typically around - 115 deg F.) 

The experimental study of strain-level effects was conducted on 
both CTPB and PBAN propellants. while only the CTPB propel­
lant was used in the investigation of time and temperature effects 
which is reported herein. Data on these latter effects for a fluoro-
carbon propellant are given in (6); since the results are very simi­
lar to those for the CTPB propellant and the filler volume frac­
tion is not known we have not included these data. 

Nominal cross-sectional dimensions (prior to straining) and ini­
tial and final temperatures are given in Figs. 2 to 6: the axial 
length of all specimens was approximately two in. Imposed axial 
strains are listed in Figs. 2 to 4 in their order of application. (The 
specimens corresponding to Figs. 5 and 6 were not under load.) 
Failure occurred near the grips whenever a strain somewhat larg­
er than 20 percent was applied. 

For the thermal measurements copper-constantan (ISA Type 
T) thermocouple wire with Teflon® insulation was selected be­
cause of its excellent sensitivity over the temperature range of in­
terest. Thermocouple placement for determination of center tem-
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perature was accomplished by insertion through a hypodermic 
needle located along the specimen's axis. All samples were X-
rayed in order to precisely determine the location of the thermo­
couple junction. Samples which exhibited gross misalignment of 
the thermocouple junction from the axial center line were rejected. 
In all cases, the location of the thermocouple was noted for later 
use in interpreting thermal data. 

Generally, the test procedure consisted of allowing a specimen 
to reach thermal equilibrium at the desired initial temperature 
by using either an environmental chamber or dry ice (-105 deg 
F) and then immersing the specimen in heated or cooled water or 
liquid nitrogen (-320 deg F), depending on the temperature range 
of interest. Replicate samples were made for each configuration 
and the tests were normally run twice for each temperature ex­
cursion; no significant difference between excursions appeared 
and, except for some influence of thermocouple misalignment, the 
specimen-to-specimen variation in thermal response was very 
small. After completing some of the tests with and without im­
posed axial strain, thermal tests were rerun on unloaded speci­
mens to spot-check for residual effects of water penetration and 
straining; none of significance were observed. For a more detailed 
description of specimen instrumentation and testing the reader is 
referred to [6].2 

It should be recalled that the theoretical solution given earlier, 
equation (3). is based on a step change in the surface tempera­
ture. Three different techniques of mounting the surface thermo­
couples were checked, and all results indicated that the propel-
lant surface reached 90 percent of the total change produced by 
the bath in less than one sec. Considering the fact that the total 
time required for thermal equilibrium was at least one min in all 
cases, the assumption of a step-temperature change is believed to 
be valid. Tests were also conducted to determine what effect, if 
any, heat conduction in the thermocouple lead wires had on the 
center thermocouple junction temperature. These tests consisted 
of running temperature versus time tests with and without the 
lead wires insulated by one-half inch thick rubber. A maximum 
relative error of only 1.8 percent due to lead wire heat conduction 
was observed. (That this effect is negligibly small was also con­
firmed analytically.) 

Another possible source of error in measuring center tempera­
ture is the air gap between the thermocouple junction and the 
propellant. The maximum relative difference between the junc­
tion and propellant temperatures was estimated theoretically (as­
suming idealized geometries of concentric spheres and cylinders) 
to be no greater than 5 percent; this maximum error occurs dur­
ing the early portion of the test. It should also be added that this 
error decreases with increasing axial tensile strain level because of 
lateral contraction of the hole surrounding the thermocouple 
junction. 

2 The PBAN propellant was not tested until after writing {6}. 

LOG t { m i n ) 

Fig. 5 Effect of temperature range on center temperature (CTPB pro­
pellant) 
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Fig. 6 Effect of temperature range on center temperature (CTPB pro­
pellant, large specimen) 

Discussion of Results 
Effect of Strain Level. The results for CTPB samples No. 2 

and No. 3 are shown in Figs. 2 and 3, respectively. The data for 
the strained specimens in these figures have been corrected for 
the effect of strain on the cross-sectional dimensions. This correc­
tion consisted of horizontally translating the original data to the 
right an amount equal to log (1 + f()~2. where ed <0) is the later­
al strain; in view of equation (7), this process reduces all data to 
the initial cross-sectional dimensions. The effect of thermal ex­
pansion, or contraction, on the dimensions was found to be negli­
gible. 

The solid line in each of the figures is the prediction obtained 
from equation (3) after horizontally translating the theoretical 
curve until it matched the zero strain data at 6/Bo = 0.5. The in­
dicated value of K was then calculated from equation (8). 

The shapes of the theoretical curve and experimental data are 
somewhat different for both specimens, with the greatest discrep­
ancy existing for sample No. 2. It is believed that this behavior is 
primarily due to the thermocouples being slightly off-center, and 
to a lesser extent due to the diffusivity being a weakly decreasing 
function of temperature (see the next subsection) in the ranges 
shown. The first conclusion has been verified by (i) using equa­
tion (3) to calculate the temperature versus time for locations 
away from the center (x ^ 0, y = 0) and finding that the experi­
mentally observed shape of 9 versus log t is predicted at. slightly 
off-center points; and by (ii) X-raying all of the specimens to find 
that those specimens, including the ones discussed in the next 
subsection, which had the most closely centered thermocouples 
provided temperatures which were in the best agreement with 
equation (3) in the - 2 0 and 32 deg F range. 

An effect of strain level, although small, does exist; namely, the 
data at a given temperature tend to move to longer times with in­
creasing strain. The largest horizontal difference between the 
strained and unstrained results is approximately 0.04 units in 
Fig. 2 and 0.02 units in Fig. 3; corresponding dilatations are ap­
proximately 3 percent (at e5) and 2 percent (at (3), respectively, 
which values were obtained using a gas dilatometer described in 
[19].3 (Both specimens were very close to failure at these strains 
as they broke after being unloaded and reloaded to strains slight­
ly above these values.) This horizontal difference implies the time 
constant TT (equation (7)) has increased or, equivalently, the dif­
fusivity has decreased by 9.6 percent and 4.7 percent, respective­
ly-

As a simple check on part of the foregoing theory, the diffusivi­
ty of CTPB propellant at room temperature will be predicted and 
compared with experimental results. The following properties will 
be used under the assumption that they are unaffected by chemi­
cal and physical interactions between phases: 

3 The dilatation did not change noticeably when the axial strain was held 
constant. 
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Thermal 
conduct iv i ty Specific hea t Dens i ty 

B tu /h r - f t -deg F B t u / l b - d e g F lb / in . 
A m m o n i u m 

perchlorate 
[20] 

R u b b e r binder 
| 2 1 , 2 2 ] ' 

A luminum [22] 

0 .29 

0 .09 
117.00 

0 . 2 7 

0 . 4 3 
0 .22 

0 .070 

0 .033 
0.0'98 

First, however, it will be necessary to calculate several compos­
ite properties which are needed in the application of the theory. 
In the absence of dilatation the density is p0 = «apPai> + <*rPr + 
"aiPai = 0.064 lb/in.3, where ap = ammonium perchlorate (66.5 
percent), r = rubber (23.5 percent), al = aluminum (10 percent) 
and, as before, the a are the volume fractions. With vacuole dila­
tation, the density is 

P = Pod - a„) (15) 

Specific heat in terms of mass fractions, u\ is c = u ' , p c a p + wrcr 

+ "ai'ai = 0.28 Btu/lb - deg F, which is essentially the same 
with or without voids (since the contribution from gas in the 
voids is negligible). 

The thermal conductivity of the propellant is calculated in two 
steps. First, we find the conductivity, fera, of a rubber matrix 
with small aluminum particles using equation (3.31) in [14): 

"Va — '* r 
a' 

(_^_) + ^ 
/?a, - kr 3 

(16) 

where the a' are volume fractions referred to the volume of rubber 
plus aluminum only. Because fea, » kr. 

fc,U + 
3 a,', 

0 . 20 B t u / h r - f t - d e g F (17) 

It should be noted that since the particles have a higher conduc­
tivity than the matrix, equation (16) is a lower bound to the ac­
tual conductivity, and is an exact result if the particles are spher­
ical and distributed in accordance with the so-called composite 
spheres assemblage (14). We now calculate the propellant's con­
ductivity by considering it to be made up of relatively large am­
monium perchlorate particles embedded in a matrix consisting of 
rubber plus aluminum powder. Equation (16) can be used again 
(since kBV > kre) but with the following substitutions: kr -» kra, 
k*\ ~* ^ap. «ai' ~~* afip, oc/ ~- «ra. and ^ra ~* ko, where kcs is the 
propellant conductivity without voids. We find k0 = 0.26 Btu/ 
hr-ft-deg F. The diffusivity in the absence of voids is no = kD/p<>c 
= 1.21 in.2/hr, which is approximately 20 percent less than the 
experimental value of 1.5 in.2/hr in the range 0 deg -32 deg F. 
However, the prediction is based on properties at room tempera­
ture, and is close to the measured diffusivity of 1.25 in.2/hr in the 
32-70 deg F range (see Fig. 6). 

We now return to the problem of predicting the effect of voids 
on the diffusivity. The very idealized conductivity model of a sta­
tistically homogeneous material with large voids, equation (10), 
together with equation (15) for density, yields for an isotropic 
body, 

0 s K £ (1 + /2)" (1 - O . 5 0 a > 0 (18) 

This void size in solid propellant is comparable to that of the AP 
particles, and therefore equation (18) is not strictly valid. How­
ever, it is to be noted that the conductivity of the AP particles 
given in the table and that of the rubber-aluminum matrix, equa­
tion (17), are relatively close; in fact, if they were the same, equa­
tion (18) would be rigorously valid. In order to demonstrate that this 
estimate is quite good for the case at hand, we will use equation (13) 
to obtain the bounds on conductivity and then diffusivity; this 

1 These properties vary somewhat from polymer to polymer, and there­
fore the values shown are. at best, only representative. 

equation places no restriction on the relative size of the ammo­
nium perchlorate and voids. In terms of the present notation, we 
have that k\ = kap, k2 - fera, and cti = "ra0 d _ <*u). where a r a ° 
is the volume fraction of the rubber-aluminum matrix without 
voids. Use of equation (13) and the properties, along with the as­
sumption a« « 1, yields 

0 £ k £ 0 .89(1 - 1 . 4 5 a „ ) ^ ? f r 0 = (1 - 1 . 4 5 a > 0 (19) 

In terms of diffusivity, 0 < K < (1 — 0.45 ctv)Ko, which is very 
close to equation (18) as originally suggested in view of the close­
ness of the conductivities / j r a and feap. 

The uniaxial state of stress in the specimens causes the voids to 
be ellipsoidal, rather than spherical, with the major axis parallel 
to the stress direction [1]. Since the voided composite is not actu­
ally isotropic it is of interest to evaluate the effect of voids using a 
model which accounts for this orthotropy. The cylindrical hole 
model, equations (11) and (12), provides a simple limit case for 
the orthotropic composite conductivity. In terms of diffusivity, 
equation (11) becomes 

0 (1 + a „)- '«( , - (1 - a„)/v'(l (20) 

which may be compared with the result for spherical voids, equa­
tion (18). 

For 3 percent void content (in sample No. 2), the sphere and 
cylinder models yield, respectively, a 1.5 percent and 3 percent 
decrease in the upper bound diffusivity. In contrast, the speci­
men's diffusivity decreased by 9.6 percent; similar results are 
found for sample No. 3, with the measured decrease in diffusivity 
being more than twice the predicted decrease. However, the 
upper bounds, in predicting a very small change, are certainly 
much better estimators than the lower bound of zero. 

Let us now consider another limit case, which will provide a 
better lower bound on diffusivity than zero. Consider the propel­
lant to be completely dewetted. with all the AP particles entirely 
inside the voids and not in contact with the rubber-aluminum 
binder. Furthermore, assume the cavities are cylindrical, of vary­
ing size, and randomly distributed in accordance with the com­
posite cylinders assemblage model [17]; the upper bound on 
transverse conductivity, equation (11), with km = kra is then the 
exact value [17]. Thus, for transverse heat flow 

k = 
/?, 

h 
?fc„=0.77: (21) 

and for axial heat flow, ka = 0.77(1 - «„) ko. Translating these 
results into diffusivity, with au ^ a a p since full dewetting is as­
sumed, we find K C~ 0.6 in.2/hr and na ~ 1-0 in.2/hr, which pro­
vide idealized lower bounds on the actual transverse and axial 
diffusivities. It is important to observe that these lower bounds 
are very sensitive to the amount of aluminum in the binder 
(through its effect on kra), and they would be much smaller if 
there were no aluminum. On this basis, it is expected that the 
diffusivity of a composite with little or no aluminum, such as the 
PBAN propellant, would be more strongly affected by vacuole di­
latation than CTPB propellant. 

Predictions for the PBAN propellant (1 percent aluminum pow­
der and 72 percent ammonium perchlorate) are summarized as 
follows: p0 = 0.06 lb/in.3, c = 0.29 Btu/lb-deg F, kra = 0.10 Btu/ 
hr-ft-deg F, k0 = 0.22 Btu/hr-ft-deg F, and K0 = 1.0 in.2/hr. 
Equation (18) retains its present form and the remaining ones be­
come, respectively, 0 < k < 1.22 (1 - 1.45 av)k0, ka = 0.46 (1 -
av)ka, K = 0.28 in.2/hr, and xa = 0.49 in.2/hr, where the latter two 
values are idealized lower bounds. 

Results for the PBAN propellant are shown in Fig. 4. The pre­
dicted KO (1.0) is a little less than the observed value shown in the 
figure, probably due in part to the uncertainty in rubber conduc­
tivity. The propellant exhibited a 21 percent decrease in diffusivi­
ty under a strain of 20.4 percent; the corresponding dilatation is 4 
percent [19]. This change in diffusivity is approximately 5 times 
the void content, whereas the average CTPB diffusivity change is 
2.7 times the void content. This greater change in diffusivity for 
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the PBAX propellant is as expected because of its lower alumi­
num content compared to the OTPB propellant. 

Time-Temperature Effects. Figs. 5 and 6 show the center 
temperature in two different sizes of OTPB samples over a wide 
temperature range. The diffusivity of the OTPB propellant above 
7'g is estimated to vary from 1.89 to 1.21 in.2/hr over the temper­
ature range -105 to +140 deg F, as shown in these figures. Fur­
thermore, a comparison of Figs. 5 and 6 shows that the nearly 
ten-fold difference in heating rate did not have any significant ef­
fect on diffusivity above -10,5 deg F. 

All of the curves in Figs. 5 and 6 labeled "theory" with the dif­
fusivity value shown were predicted using 'equation (3). The re­
maining curves, with a value for specific heat ratio shown, were 
calculated using constant values for k and p and the following 
discontinuous specific heat: c = cg for T < Tg and c = c€ for T > 
Tg, where cg and ce are constant; this special case is suggested by-
equation (9). 

For the purposes of estimating Tg only the specific heat was 
assumed to change in the range -105 to -320 deg F; as another 
idealization, this change was assumed to be uniform over the 
sample, and occur when the center temperature reached Tg. The 
value of 7'g was estimated by observing the point at which the 
measured temperature first departed from a constant diffusivity 
curve (the dashed line in each figure). The ratio Ce/cg was then 
found by trial-and-error; the values of cejce = 1.40 and 1.16 indi­
cated in the figures provide the best agreement between the theo­
ry and the measurements below Tg. The estimated values of Tg 

are -121 deg F and -148 deg F, corresponding to Figs. 5 and 6, 
respectively. 

The estimated specific heat ratio in the first case seems high 
for the following reason. The specific heat ratio for the rubber it­
self is typically between two and three. Taking this ratio as three, 
we calculate the specific heat ratio for the CTPB propellant to be 
1.12. which is close to the value of 1.16 found from Fig. 6. The 
discrepancy between the theoretical and experimental specific 
heat ratios is probably a result of the uncertainty in the magni­
tude of the horizontal shift needed to superpose the experimental 
and theoretical curves, both of which are relatively flat in the 
constant diffusivity region. A variation in estimated values of Tg 

and Ce/Cg is also to be expected because of the differences in sizes 
and resulting differences in temperature distribution and cooling 
rates. However, it is significant that both cooling curves, are accu­
rately predicted using piecewise-constant diffusivities, and that 
approximately the same value for glassy diffusivity {KS ^ 1.4 x 
1.6 •>- 1.16 x 1.89 ==• 2.2 in.2/hr) is inferred from the two sizes of 
CTPB samples. 

Temperature-Dependence of Thermal Diffusivity of CTPB 
Propellant. There are sufficient data in Figs. 5 and 6 to esti­
mate the variation of diffusivity with temperature. Specifically, 
this may be accomplished by matching the theoretical curve for 
constant diffusivity to the early portion of each experimental 
curve; for this portion, the specimen's temperature is close to the 
initial temperature except at the boundary. It is found that the 
following linear function fits the data very well over the range 
-105 < T < 76 deg F: 

K = 1.50 - 0 . 0 0 3 7 7 i n . V h r , (22) 

where T is in deg F; also, for 76 < T < 140 deg F: K = 1.21 in.2/ 
hr. With the exception of the diffusivity value for T > 76 deg F. 
the data for the large specimen in Fig. 6 were used to derive 
equation (22) because these experimental results are less sensitive 
to thermocouple misalignment than those in Fig. 5. 

Without having separately measured values of specific heat or 
thermal conductivity, it cannot be determined if the temperature 
dependence of diffusivity is due to conductivity or specific heat or 
both. However, from a practical standpoint, this distinction is not 
important as we shall show that the transient temperature distri­
bution is relatively insensitive to the source of the temperature 
dependence. 

As one limit case which is consistent with equation (22) assume 
the conductivity is given bv 

h fr,-U', -M( LZJI) 
T, - 7i 

(23) 

over the temperature range 7\ < T < 7'2, where A'i, k2 = conduc­
tivity at temperature 1\ and T2. respectively. Also, for this case 
pc is assumed constant. Substitute conductivity equation (23) 
into the isotropic version of equation (1) and, after some manipu­
lation, there results 

1 9H 
v-f). 

K 3/ 

where 

0, 
Ir ~ k 
h 2 _ ;, •> K = K< 

(24) 

(25) 
M' Al­

and V2^=<'(2/<1Y2 + r")2/<Jv2 + (l2/!)z2. Note also that Kt = k-i/pc. 
As a second limit case, assume that conductivity is constant 

but that the diffusivity is given by 

K = Ki - OM - K 2 ) ( | - - ^ ) = Kjfl - (1 - ^ ) 6 j (26) 
2 — 1 -̂1 

Thus, all temperature dependence of diffusivity is assumed to be 
due to the quantity pc for this case. The governing equation for 
temperature is written in the form 

V'fl, = 
K 3/ 

where 8C is a nondimensional temperature. 

e„ = 
T2 - T{ 

(27) 

(28) 

Fig. 7 Comparison of diffusivity and temperature functions for variable 
conductivity and specific heat 

Let us now consider the following problem. A body is initially 
at a uniform temperature 7\ , and is then suddenly subjected to a 
constant boundary temperature T2. We are interested in the rela­
tive difference in temperature predicted by equation (24) for con­
stant pc and by equation (27) for constant k. Equations (25) and 
(28) show that the initial condition and boundary condition are 
the same for both cases; viz, 0* = 8C = 0 in the body at t = 0 and 
8k = Bc = 1 on the boundary when t > 0. Thus, the solutions BH = 
ffktx, v, z, t) and 9C = 8c

fx, y, z, t) would be identical if the diffu­
sivity ic, equation (25), were the same as diffusivity K, equation 
(26). These diffusivities are not exactly equal for equal values of 
dk and 6C\ but they are very close to one another for the CTPB 
propellant, where k2Jki = K2/KI - 0.646, as shown in Fig. 7. This 
figure shows that the maximum difference is approximately 0.02 
Ki. If, in order to estimate an upper bound on the difference 6k -
8C. we replace K in equation (25) by K = K + 0.02 «i r~ 1.02 K, then 
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the solut ions are equal except lor a t ime-scale factor; viz. fl*(.v, y, 
:, I Ml) = Bc'x.y, z. t). 

Ina smuch as the t e m p e r a t u r e is a monotonical ly increasing 
(unction of t ime for th is problem, we conclude 8* > 8C for each set 
of var iables l.x, y, z, t). Moreover, a s s u m i n g the m a x i m u m slope 
(/&•;(/(log t) is app rox ima te ly equal to or smal ler t h a n ob ta ined 
for the cons tan t diffusivity case (e.g.. Fig. 1), we find MAX(9* -
0,0 •— 0.015. In order to relate th is difference to relative t empera ­
ture change , equa t ion (28), we combine equa t ions (23) and (25) to 
find 

<>* = <U2-(l-£MflcJ/(l + &) (29) 

which is d rawn in Fig. 7 for the C T P B propel lan t . Using MAX(0* 
— 9c) — 0.015 and the m a x i m u m difference from equa t ion (29) 

yields M A X [ ( 7 \ ( ) . ( , 0 „ s t a n t - ( T i f t , c 0 n s t a i u ] ~ 0.04[T2 - 1\\ ~ 7 

deg F, correspontl ing to a tota l t e m p e r a t u r e increase of 181 deg F. 

When the body is cooled instead of hea ted , in which 'l\ is the ini­

tial t e m p e r a t u r e and 1\ is the boundary t e m p e r a t u r e , it is a s im­

ple m a t t e r to show tha t the m a x i m u m t e m p e r a t u r e difference is 

equal in m a g n i t u d e (but of opposi te sign) to the foregoing esti­

ma te (viz. 7 deg F) . 

T h u s , we observe tha t the predic ted t e m p e r a t u r e is relat ively 

insensit ive to the source of the t e m p e r a t u r e dependence of diffu­

sivity since, for the ex t reme cases s tud ied , the difference is at 

most 4 percent of the tota l t e m p e r a t u r e change . It should be em­

phasized, however, tha t th is conclusion does not imply the solu­

t ions for the two var iable diffusivity eases are close to the predic­

tion for constant diffusivity. Indeed, the diffusivity itself exhibi ts 

a 56 percent change over the t e m p e r a t u r e range used in the ana l ­

ysis. 

Conclus ions 
T h e diffusivity of solid propel lant has been found to vary no­

t iceably with respect to both t e m p e r a t u r e and appl ied s t ra in . For 

t e m p e r a t u r e s above the glass t rans i t ion value Tg, a m a x i m u m 

error of 20 percent of the total t e m p e r a t u r e change could result 

for the par t icu lar prope l lan ts and the rma l condi t ions s tud ied if 

the t e m p e r a t u r e dependence of diffusivity is not t aken into ac­

count ; th is m a x i m u m error is larger if Tg lies between the mini ­

m u m and m a x i m u m t e m p e r a t u r e s . The m a x i m u m error due to 

s t ra in - induced vacuole formation is approx imate ly 10 percent for 

s t ra ins up to 20 percent . (Had the diffusivity been found by 

m a t c h i n g theory and exper iment at 0/0o = 0.1 or 0.9, say, ra ther 

t h a n at the 50 percent t empe ra tu r e - change point , d/ffo — 0.5, the 

d iscrepancies caused by t e m p e r a t u r e and s t ra in dependence ot 

diffusivity could be greater . ) 

These errors in predic ted t e m p e r a t u r e , which could occur if a 

cons tan t diffusivity were used in the analysis , may lead to m u c h 

larger percent errors in predic ted stresses if the t e m p e r a t u r e is 

sufficiently low, as pointed out by San Miguel (9); th is sensi t iv i ty 

of stress to t e m p e r a t u r e is the result of the rapid increase in stiff­

ness tha t occurs for a viscoelastic mater ia l as the t e m p e r a t u r e is 

reduced . Wi th solid propel lant s t ruc tu res , the s t ra in d i s t r ibu t ion 

is generally nonuni form. Therefore, wi thou t further s tudy , it is 

not appa ren t if it is ac tual ly necessary to account for s t ra in-de­

pendence of diffusivity when conduc t ing a s t ruc tu ra l integri ty 

analysis , especially when one considers the unce r t a in ty in service 

env i ronmen t s and the fact t ha t failure of a viscoelastic mate r i a l is 

dependen t on the ent i re s t ress- t ime history and not on jus t the 

i n s t an t aneous s t ress [23], If failure predic t ions t u rn out to be sensi­

tive to changes in t he rma l proper t ies , then it m a y be necessary to 

de t e rmine t h e m by conduc t ing a m u c h more extensive series of 

tests on s t ra ined spec imens than descr ibed herein; e.g., de t e rmine 

diffusivity (or conduct iv i ty) and specific heat over a wide t emper ­

a tu re range, in which the t e m p e r a t u r e gradient is kept smal l for 

each tes t . 
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Plume Rise From Large Thermal 

Sources Such as Dry Cooling Towers 
An experimental study of the dry buoyant plume rise from a finite size source into a sta­
bly stratified atmosphere has been performed. The test results are correlated with a re­
cently published theory, which is shown to be applicable to a wide range of discharge 
conditions. Methods for predicting the height of the stratified plume accumulation, as 
well as the maximum rise height of the plume are presented. 

Introduct ion 

An increasing concern for the quality of the environment will 
undoubtedly cause the electric utility industry to seriously con­
sider using more direct means of depositing power plant thermal 
discharge into its ultimate sink, the atmosphere. For this reason 
cooling towers, long used in Europe for this purpose are now re­
ceiving considerable attention in this country. 

There is naturally some concern about the behavior of the 
plume emitted from the top of these towers since in many cases it 
is heavily laden with moisture evaporated from within the tower. 
The presence of an atmospheric inversion is known to have a par­
ticularly unfavorable influence on the plume's ability to rise for 
two reasons. First, an inverted atmosphere is a stable one which 
inhibits any vertical motion of itself, or anything injected into it. 
Second, ground based inversions usually occur in the absence of 
winds whose turbulence promotes the dispersion of the plume. If 
the rise height of a dry plume can be predicted under these limit­
ing conditions, a conservative estimate of the plume's perfor­
mance under general field conditions can be made. 

There are relatively few large scale atmospheric phenomena 
which have so far lent themselves to laboratory size simulation. 
Plume rise, however, is the exception. Several investigators have 
produced buoyant plumes in the laboratory using liquids and 
very small sources. A very limited amount of data is available 
from these experiments, all of it for plumes with large ratios of 
rise height to source radius. Analytically these plumes may be 
treated as point sources if minor corrections are made to locate 
the virtual source. 

Because cooling towers are usually large sources, the ratio of 
plume height to source radius for them is expected to be much 
smaller than those produced by previous experiments. Point 
source solutions, which do not take into account the size of the 
source, cannot be applied with accuracy to such plumes. From an 

analytical and experimental standpoint the investigation of the 
mechanics of a dry plume's rise from a finite size source in a stat­
ically inverted atmosphere is the logical first step toward reme­
dying this deficiency. 

Previous Work 
There are a number of formulas which have been proposed to 

predict plume rise. Because of the highly complex phenomena in­
volved all of them use empiricism in varying degrees. Briggs [I]1 

has written an excellent review of plume rise theories and equa­
tions, comparing them with available data where possible. 

Almost all of the studies of plume rise to date have been con­
cerned with the efflux from stacks assuming that they can be 
treated mathematically as point sources. Very few of the plume 
rise formulations lend themselves readily to the modifications 
which are necessary to accommodate a finite size source. Among 
these, the most appealing is that suggested by Morton, Taylor, 
and Turner in their now classic paper [2]. Their semi-empirical 
model is probably the simplest possible mathematical description 
embodying all the essential phenomenological features. Its utility 
has been verified for buoyant liquid plumes rising in a static, 
density stratified environment [1], and for gaseous jets rising in 
unstratified ambient air [3]. Briggs [1] and Turner [4] have dis­
cussed the results of these experiments in light of the Morton 
theory, and they conclude that this simple model is satisfactory 
for the small size sources tested. Those few analytical papers 
which have dealt specifically with cooling tower plume's have 
used this model or some version of it, e.g., Hanna [5]. 

Turner notes in his survey that the empirical entrainment coef­
ficient introduced by Morton has been found experimentally to 
vary considerably, contradicting Morton's assumption that it was 
a universal constant. Experimental results to be cited later in 
this paper also confirm the variability of this coefficient. Recently, 
Fox [6] has extended the analysis of Morton and shown that the 
entrainment coefficient varies along the plume's path. It is this 
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improved version of the basic Morton theory which will be used in 
this paper to model the plume's behavior. 

Sta tement of Problem 
The analytical and experimental investigation which follows 

has the following objectives: 
1 To determine the pertinent dimensionless modeling parame­

ters for a dry plume's rise. 
2 To adapt the Morton-Taylor-Turner-Fox analytical model 

to finite sources and solve the resulting equations in terms of the 
modeling parameters. 

3 To design and construct an experimental facility which can 
be used to test the validity of the analytical model. 

4 To compare the analytical predictions with results of exper­
iments performed in the facility. 

5 To investigate experimentally various methods of increasing 
plume rise. 

Equat ions of Mot ion 
Briggs [1] has rewritten the original Morton equations in a form 

such that dependent variables appear as integral averages over 
the plume cross section at any elevation. When written in this 
form it is not necessary to prescribe the velocity or temperature 
distribution within the plume except at the source. 

The continuity equation using Briggs' notation takes the form 

dV 

dZ 

where the vertical mass flux integral is defined by 

1 

• 2bu„ (1) 

r A)» 
2nrj)ivdr 

and uo is the entrainment velocity of the "edge" of the plume, 6. 
The conservation of energy is expressed by the equation 

(IF 
dZ GV 

(2) 

(3) 

where 

P,r 
2vril-T^)gpwdr 

(10 „ 
G^trf# = t l r - A j 

(4) 

(5) 

In these relations i) is the potential temperature and G is defined 
according to Morton [2, 6]. 

The vertical momentum equation can be written as 

using the integral definition for the flux of momentum 

1 
UV 

A, 
/ 2n rfm-'d)-

(6) 

(7) 

Equation (6) was obtained assuming that the potential tempera­
ture deficiency and the vertical velocity are controlled by the 
same turbulent diffusion process and are therefore similarly dis­
tributed over the plume cross section [7, 8J. 

The energy and momentum equations can be combined to 
eliminate explicit dependence on Z as follows 

-JUL 
d(\VV) 

CWV (8) 

If G is constant, then 

F- -)- G(\VVf = constant 

where the constant on the right-hand side is most conveniently 
evaluated at the source, i.e., at the tower-top. This algebraic ex­
pression can be used in lieu of either the energy or momentum 
equation. 

Entra inment Hypothes i s 
The set of three independent equations derived in the foregoing 

are not "closed" in the sense that there are more unknowns than 
equations. Inspection of the three equations suggests that the ap­
propriate place to effect the closure is in the continuity equation, 
since only it contains the term buo. To this end. Morton [2] sug­
gested that the entrainment velocity uo is proportional to a char­
acteristic vertical velocity within the plume. Briggs phrased the 
same hypothesis somewhat differently stating that UQ is propor­
tional to - W, and b is proportional to the horizontal characteris­
tic length (V/WO1 2. These assumptions reduce the continuity 
equation to the form 

dV 
dZ 

where a is the empirical entrainment coefficient mentioned ear­
lier. 

Equation (9), along with the energy and momentum equations 
are formally equivalent to those given by Morton [2] for his "top-
hat" profiles which are a special kind of "similar" distribution. 

This particular entrainment hypothesis is actually the simplest 
possible representation of the highly complex process of the tur­
bulent mixing of the ambient air with the plume gas. Some au-

2a(WY)u'' (9) 

. N o m e n c l a t u r e , 

b = radius of plume 
B = radius of plume at source 
D ~ \Z vertical increment of height 

F = 
1 

P O T J? 'l-KT 

ea 

gpwdr 

vertical buoyancy flux inte­
gral 

F(0) = g UB21 vertical buovance flux 
integral at source 

\ys 2yi 2 
Fr2 = r, squared local den-

r 
simetric Froude number 

G = stability parameter = -r-

cWo g 
dZ To 

[ r - A ] 

p = absolute pressure 
p 0 = atmospheric pressure 

r = radial coordinate 
T0 = absolute atmospheric temper­

ature 
u0 = horizontal plume entrainment 

velocity at b 
U = plume velocity at source 

V = "PJTFJO Zrrrpwdr vertical mass 

flux integral 
w = temporal mean vertical veloc­

ity component 

W^7 = TfpTj"}0 2irrpw2dr vertical mo­

mentum flux integral 

W = WV/V vertical momentum 
velocity 

Z = vertical coordinate 
AZ = incremental vertical height 
Zt> = zero buoyancy height 

Zc = average height of stratified 
plume accumulation 

Zm = zero momentum height 
Zn = height at which entrainment 

becomes zero 
a, «i, «2 = dimensionless entrainment co­

efficients 
r = adiabatic lapse-rate 

9(0) - e0 

A = »o 
dimensionless 

temperature increment at 
source 

6 = plume potential temperature 
do = potential temperature of am­

bient 
8(0) = plume potential temperature 

at source 
A = dry air lapse rate 

po = density of atmospheric air 
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thors have justified it on dimensional grounds and the fact that 
the plume's turbulence is self-generated by its own vertical mo­
tion. A number of other rationalizations are also possible [8]. The 
hypothesis' limitations have been investigated in |8], by Ricou 
and Spalding |;i], and also by Abraham [9]. 

Morton's contention that a is a "universal constant" appears to 
be based on the fact that the entrainment coefficient for non-
buoyant jets has been found to be essentially constant. In fact, 
Morton's hypothesis is a localization of the jet entrainment equa­
tion, it envisions every cross section of the plume as the origin of 
a new plume with differential length dZ, each with an initial 
(local) value of entrainment proportional to ( I f f ) 1 2. If all ele­
mental length jets had the same entrainment coefficient, « would 
be a universal constant. 

While a number of investigators have since recognized that the 
entrainment coefficient was in reality not a constant, Fox [6] ap­
pears to be the first to develop a rational extension of Morton's 
theory which allows for its variability. To do this he appended a 
higher order velocity-moment equation, a mechanical energy 
equation, to the set of equations used by Morton. This equation 
written in Briggs' notation is 

C ''-(u'-n : 2/.- - c,ir : ;(-1 
(10) 

dZ ' " ' 11" 
where (\ and C\ are unknown constants. When this equation is 
combined with the momentum equation the result is 

<IY , _ 2 /•' 
'dz : ' i r 7 ^ 

(l 4-) - — l(HT)1' ( I D 

Comparing this with the mass conservation equation yields the 
entrainment coefficient: 

where at and «2 are constants, where the local squared densime-
tric Froude number is defined by 

/\. 
H'; -r tr­ am 7-" F / ( l i T ) n 

Equation (11) can be considered to be an analytical verification 
of Morton's basic entrainment hypothesis that the entrainment 
rate is proportional to {WV)X 2. The theory of Fox, however, re­
places equation (9) with 

a.,F 
§ • «• \\*ny\/-l 

)(WYYn (14) 

while retaining equations (3) and (6! 

C h a r a c t e r i s t i c D i m e n s i o n l e s s N u m b e r s 
Two vertical plume dimensions are of interest. The first is the 

height to which the plume rises before the plume loses upward 
buoyancy as a result of ingesting ambient air. This will occur 
when F - 0. At this point the upward momentum will be a maxi­
mum. Thereafter the plume's inertia will carry it upward as its 
buoyancy turns negative. The plume will reach its zenith when 
its momentum vanishes. Two dimensionless numbers can be de­
fined in terms of these characteristic heights, 

7 p , whe re F = 0 ~ , where I f f .-= 0 

where B is the tower-top radius. It will be assumed that the ve­
locity and temperature distributions at the source or tower-top 
are uniform, so that 

r 
t o w e r - t o p flow r a t e 
t o w e r - t o p a r e a 

•(o), 

li'(0) 

B MO) 

F(0 ) -̂  »r r«-A 

The momentum equation (6) yields a dimensionless number 
known as the densimetric Froude number. At the tower-top this 
number squared is 

i-v'(o) 
,'#A 

The energy equation (3) yields a dimensionless number which 
measures the relative importance of the flux of buoyant energy to 
the rate of work done on the plume by the atmosphere. Again, at 
the tower-top this number is defined as 

BC 
A<7 

The definition of the tower-top conditions permit the constant 
of the energy-momentum equation (8) to be evaluated with the 
result that 

/•'- -.- (.'(HTV- |/- '(0)f - (;(UT(0)|-

^•f ' i i -A) - -• <-;(/}-rL>l- (15) 

In the calculations to be described later it is somewhat more 
convenient to use a dimensionless number which does not contain 
the tower-top radius B, so IP/gB^ will be replaced with 

' • • < £ > ' •'L'A A-> 

Plumes are expected to be geometrically similar when «i, 02, 
Gfl/A# and G(UfSg)2 are equal, i.e., 

b A«-
cA r 

This expression is the basis of experimental modeling of plumes 
in the laboratory and it also provides a compact means of pre­
senting the analytical results. 

Obviously, the ability to create relatively large values of X in 
the laboratory is crucial to reducing the scale of the phenomena 
to laboratory sizes. Vertical temperature measurements in almost 
any room will show that gradients of the order of 1 deg F per ft are 
achieved naturally. Thus, it appears that a modest size chamber 
with a controlled vertical temperature gradient of reasonable size 
can be used to model the plume rise from a finite source in the 
expected operating range of large cooling towers. 

Solut ions of the Equat ions of Motion 
For given values of «i, 02, 6", and initial conditions at the tower-

top, a very simple computer program can be written which will 
indicate the values of Z where F and WV go to zero. The three 
differential equations of motion are of the intial-value type and 
first order. The slopes of equations (14) and (3) were differentiat­
ed a second time to produce expressions for curvature along the 
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path to further enhance the integration steps. At each increment 
V and F were evaluated by integration, and then WV was evalu­
ated using equation (15). The height where F becomes zero was 
noted as Zt>, and thereafter when WV goes to zero the height Zm 

is noted and the integration terminates. 

Test Facilities and Procedures 
The laboratory investigation of plume rise was done in an espe­

cially constructed wood-framed chamber approximately nine ft 
square horizontally and ten ft high (Fig. 2). The ceiling and three 
side walls were covered by polyethylene sheets on both the inside 
and outside. The fourth side wall was covered with wall board 
and painted flat-black to provide a background for observing the 
plume rise. A portion of the wall opposite the painted wall was 
covered with plexiglas. 

Four poles were placed inside the chamber carrying light bulbs 
with wattages ranging from 150 to 25. By adjusting the number, 
wattage, and elevation of the bulbs on each of the four poles, rel­
atively large temperature gradients were realized. 

The tower itself was modeled using standard flow nozzles. Two 
different size nozzles were used with tower-top diameters of 7 and 
10 in. The tops of these nozzles stood 11 and 15 in. above the floor 
level of the chamber. 

Each tower was operated in the presence of two values of G 
equal to approximately 0.06 and 0.08 sec 2. Two tower-top veloci­
ties were used with each size nozzle. The 7 in. clia nozzle veloci­
ties were approximately 1.4 and 1.9 ft per sec while the 10 in. 
tower was operated with velocities 0.75 and 0.95 ft per sec. For 
both towers A was varied over the range 0.005 to 0.03. With this 
range of variables the tower-top values of the dimensionless mod­
eling numbers fell in the ranges 

10-2 • Ci^f • 10, 10-'' •' ( | ^ ) •: lO"1 

The air supplied to the tower was pumped by a radial flow 
blower through a calibrated metering orifice. On its way to the 
tower the air passed through an electrical heater and into a ple­
num beneath the floor of the chamber. Smoke, produced by rap­
idly burning grass-cuttings in a forced-draft combustor, was in­
troduced into the supply system just before the metering orifice. 
By throttling the blower and heating the air, a warm, smoky dis­
charge was delivered to the nozzle by the plenum at a known 
flow-rate. 

A nearly uniform velocity and temperature distribution at the 
tower-top was obtained by placing screening or steel wool over the 
duct entrance to the plenum. 

The temperature gradient within the chamber was determined 
by reading ten thermocouples spaced one ft apart on a vertical 
pole placed near the tower. This same pole was marked off in one 

inch increments so that the maximum and minimum smoke lev­
els could be observed through the plexiglass panel. 

Four thermocouples were placed in the throat, of the nozzle 
(i.e., at the tower-top), one in the center and three in the form of 
a triad. These were used to determine the tower-top plume tem­
perature and also its uniformity. A fifth thermocouple was at­
tached to the outside of the tower at the tower-top level to read 
the ambient temperature in the chamber at this level. From these 
five thermocouples reading the value of A was evaluated. 

Before each series of tests the position and wattage of the pole-
supported light bulbs was adjusted by trial and error to achieve 
the desired straight line temperature increase from bottom to top 
within the chamber. 

C o m p a r i s o n of t h e E x p e r i m e n t a l R e s u l t s With the 
T h e o r y of M o r t o n 

The visible portion of a smoke filled plume has three clearly 
discernable heights that are noted in Fig. 1. Directly over the 
source there is a dome-like region where the plume reaches its 
greatest height. The plume gas which spills out of this dome is 
negatively buoyant and so sinks to lower levels before reaching 
neutral buoyancy. As a result two other levels can be observed 
which are the upper and lower stratified boundaries or edges of 
the sidewise spreading plume. It is between these two levels that 
the effluent from the source is eventually stored in a stable envi­
ronment. 

The lower level is remarkably smooth and easily delineated 
from the clear ambient air below it. The upper level is somewhat 
more ragged. These levels, between which the plume stratifies ho­
rizontally, are well established very quickly after the flow from 
the source is initiated. All three heights were measured for each 
experiment. 

All of the previous laboratory investigations of plume rise [2, 6, 
9] have been primarily concerned with the height of the dome-like 
portion of the plume directly above the source. The recommended 
values of Morton's constant a based on measurements of this 
height range from 0.08 to 0.12 [4]. One of the initial objectives of 
this investigation was to determine whether these published 
values of Morton's a which had been obtained using liquids and 
small size sources were also valid for large size sources and gases. 
(Fox's work had not yet been published at this point). A program 
was written to evaluate a from the test data using the Morton 
theory i.e., equations (3), (6), and (9). Some seventy-five individ­
ual tests were processed. The results are shown in Fig. 3 for both 
the 7 in. and 10 in. towers. 

Nonbuoyant jets with large initial velocities are known to pos­
sess a potential-core starting at the source. These cores persist to 
about 8 to 10 dia downstream. It was initially thought that the 
variation of a exhibited in Fig. 3 could be attributed to the influ­
ence of such a core. To test this conjecture a test was made with 
an array of thermocouples placed along the plume center line. A 
core would carry gas at the discharge temperature high into the 
chamber. The results of a typical test are shown in Fig. 4, where 
it is evident that the center-line temperature decreases monotoni-
cally along the plume's path. Apparently the large, vigorous tur­
bulent eddies generated by the plume as it issues from the 
source prevent the persistence of the core usually associated with 
the finer grained turbulent structure of jets. 

It is evident from the experimental results that the Morton en-
trainment coefficient is in reality an average over the length of 
the plume which unfortunately depends, at least implicitly, on 
the length of the plume. 

C o m p a r i s o n of t h e E x p e r i m e n t a l R e s u l t s With t h e 
T h e o r y of F o x 

The variation of a exhibited in Fig. 3 is not at all surprising 
when viewed in the light of Fox's analysis which was published 
midway through this study. His equations contain two coeffi­
cients which would appear to give the theory greater freedom to 
fit the experimental data. This is really not the case, however, 
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since «i and «2 are not arbitrarily introduced into the theory, but 
are intimately related to certain physical features of the plume. 

The coefficient <x% was calculated by Fox to be 0.5 assuming 
Gaussian velocity and density difference profiles. He found, how­
ever, that correlation between the theory and his experimental 
results were rather insensitive to the choice of ai. The coefficient 
a\ was not calculated by Fox since it requires accurate knowledge 
of the radial distribution of the turbulent shear stress. Based on 
experimental evidence he recommended a value for «i of 0.0378. 
Since his results are for Gaussian profiles, while the equations 
used here are akin to Morton's top-hat equations, these values re­
quire adjustment. If Fox's values for at and «2, as well as his 
local squared densimetric Froude number, are converted to top-
hat notation via the same rules which transform Morton's Gauss­
ian analysis into a top-hat analysis (references [4, 7]), then the 
entrainment equation becomes 

0 .25 
a ~ 0 .0535 + 

Although these transformations are not strictly legitimate (since 
the kinetic energy fluxes are not matched), they do indicate the 
relative sizes of a? and c*2 for top-hat profiles. 

With these initial estimates of a\ and «2. the computer program 
was used to compute Zm/B, and then the value for a\ was varied 
to bring the computed maximum rise and the experimental re­

sults into good agreement over the entire range of test values. The 
best fit occurs when nrj = 0.044 ± 0.002 and a2 = 0.25. The fit is 
not particularly sensitive to small changes in these values. 

The values of «i and a2 recommended by Fox were obtained 
from experiments which he performed with initial densimetric 
Froude numbers of the order of 100, which resulted in Z„,/B of 
the order of 100. These test conditions would yield jet-like behav­
ior, and the Froude number should have relatively little effect. As 
a result Fox concluded that the Morton theory was sufficiently 
accurate for predicting the maximum penetration of the plume. 
Fig. 3 indicates that this is not the case for buoyancy dominated 
plumes. 

Fig. 5 shows that Fox's theory compares very well with the data 
obtained in air for modest Zm/B. According to Fox's own experi­
ments the theory is also applicable to liquid jets with very large 
Zm/B. Further evidence of its general applicability is provided by 
the results of Abraham [11]. He performed tests using liquids in 
the same manner as Fox, obtaining Z,„/B of the order of 70 for 
<G{U/^g)2 < 10. His test points are also shown in Fig. 5. and 
they too correlate very well with the theory. Abraham's tests are 
for initial densimetric Froude numbers of the order of 10, which 
classifies them as much less jet-like than those of Fox. 

Hirst [12] has performed a rather thorough investigation of the 
earlier stages of the plume's development, i.e., the zone of flow 
establishment. On the basis of his findings, he tentatively recom­
mends an entrainment equation for a vertical plume of the form 

-Mil - (0.0204 + 0 . 0 2 8 4 £ ) [ 1 . 0 + ? ~ ] 
BY B (I-,.)-

Considering the rather slow growth of the plume's radius, the 
right-hand side of this equation reduces to approximately the 
form of equation (12) with coefficients reasonably close to those 
found in the foregoing. The left-hand side of the Hirst equation, 
however, defines an entrainment coefficient based on the initial 
momentum rather than the local momentum. The local momen­
tum generally first increases and then decreases to zero at the 
plume's zenith. For this reason, it is not possible to compare the 
two hypotheses directly except to say that on a gross basis they are 
roughly comparable. It would be worth noting again that the deri­
vation of the Brigg's version of the Morton equations (1) to (6) re­
quires only that the potential temperature deficiency and the ver­
tical velocity be "locally similar," i.e., change in-step from top-
hat to Gaussian. 

Based on the experimental evidence obtained here, it appears 
that the entrainment theory of Fox accurately predicts the maxi­
mum rise height of a buoyant plume over a very wide range of op­
erating conditions including plumes that would normally be con­
sidered to have relatively large development zones. The Fox theo­
ry thus exhibits a distinct advance over the earlier theory of Mor­
ton, which it modifies. 

M a x i m u m and M i n i m u m Heights of the Strat i f ied 
Portion of the P l u m e 

Observations of many plumes, generated under widely different 
tower-top and chamber conditions, indicate that the plume's 
shape generally remains the same, varying only in size but not in 
proportion. If all plumes are indeed geometrically similar, the ra­
tios of their characteristic dimensions must be consistent. 

The roughly seventy-five open-tower data sets were processed 
to determine if geometric similarity actually exists. Two ratios 
were evaluated, both using the maximum rise height as a refer­
ence. It was found that the ratio of the top edge of the stratified 
portion of the plume to the maximum height of the dome were 
normally distributed with an average of 0.77 and a standard de­
viation of ±0.055. A similar computation of the ratio of the lower 
edge of the stratified portion of the plume to the maximum height 
of the dome also yielded a normal distribution with an average of 
0.415 and a standard deviation of ±0.055. 

These same heights can be scaled from the drawings and pho­
tographs in the papers by Fox and Abraham [6, 11]. Approxi-

236 / MAY 1974 Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mately the same ratios are obtained even for the jet-like plumes 
of Fox. 

Based on the consistency of these ratios it is safe to assume 
that once the maximum height of a plume is known the height of 
the stratified portion can be estimated with reasonable accuracy 
using these simple proportions. 

Signi f icance of the Zero Entra inment Height 
A rather remarkable feature of the Fox entrainment coefficient 

is that it may become negative if the value of 1/Fr2 becomes suf­
ficiently negative. The height at which this occurs is above the 
zero buoyancy level. 

Abraham (11] has also proposed a theory which allows for nega­
tive entrainment. His analysis predicts transition from positive to 
negative entrainment at a fixed value of 81 percent of the maxi­
mum plume height. Calculations using the Fox theory show that 
this ratio varies from 0.68 to 0.79 over the range of the test data. 
O/er the entire range of computed values this ratio varies more 
with Zm/B when GiU/lg)2 < 1.0 than when G(U/Sg)2 > 1.0. For 
jet-like plumes G(U/Sg)2/BG/ Xg S> 1.0, this ratio is very nearly 
independent of Z,„/B and is close to Abraham's predicted value. 

The fact that the top edge of the stratified plume is approxi­
mately at the computed zero entrainment height suggests that, 
gas is expelled from the plume in the upper dome portion, and 
then sinks due to its negative buoyancy and forms a stratified 
layer whose top is roughly at the zero entrainment level. Fox cau­
tions against attaching too much physical significance to the the­
oretical predictions near the plume top. This is because the en­
trainment velocity approaches minus infinity as the vertical ve­
locity approaches zero at Z,„. Obviously, the theory cannot de­
scribe the details of the very last stages of the plume's rise, but it 
may still be sufficiently correct to predict the gross behavior of 
the dome region. 

If ingestion ceases and only outflow from the plume can occur, 
the temperature of the plume in the dome would be expected to 
remain more or less constant. Fig. 4 indicates that this is true of 
the center-line temperature, at least. Typically, the center-line 
temperature is found to be close to the local ambient temperature 
at the level of the top edge of the stratified portion of the plume, 
and remains almost constant at that value up into the dome por­
tion. Consequently there can be very little mixing of the plume 
with the surroundings between these levels, even though there is 
still considerable turbulence associated with the motion. 

Signi f icance of the Zero Buoyancy Height for G(U/.\g)2 

< 1.0 
The calculated values of the zero buoyancy height Zt, to maxi­

mum height Zm ratio are very nearly constant for G(V j \g)2 < 
1.0. 

This ratio varies between 0.50 and 0.60 depending on the maxi­
mum height, which places the zero buoyancy level roughly mid-

6 
\0 ____^~ —~ 

70 . - " —" 

-~^J<£--
FOX THEORY ' 

a , - 0.044 
- 0,?5 

Fig. 6 

way between the bottom edge and the top edge of the stratified 
portion of the plume. 

Based on this information a simple model can be constructed 
for the formation of the stratified portion of the plume. Assume 
that negative entrainment in the dome portion maintains the av­
erage dome density at the value which it had at the zero entrain­
ment level. Temperature measurements within the stratified por­
tion of the plume indicate that it has a nearly linear vertical tem­
perature distribution with a slightly smaller slope than the ambi­
ent as shown in Fig. 4. If the stratified plume and the ambient air 
are essentially isolated from each other, then the condition for 
vertical equilibrium in a global sense requires the density of the 
stratified portion to equal the density of the displaced ambient 
air. Presuming that the dome gas descends from the dome into 
the stratified portion while conserving its average density, the el­
evation of the midplane of the stratified portion is given by 

Z„ Z „ + 777, 
F_ 

VG (16) 

where Z„ is the height at which the entrainment coefficient van­
ishes. Computations show that this height is almost exactly equal 
toZb. 

Signi f icance of the Zero Buoyancy Height for G(U/i\g)2 

> 1.0 
When the plume is jet-like near the source and G is constant, 

the rate of entrainment is essentially constant between the source 
and the zero buoyancy level. This behavior can be demonstrated 
by normalizing equation (8) as follows: 

G B2m 
w 

'BHJ 
f = 

(17) 

Since B2LP/F is initially very small and approaches zero as Z •» 
Z/,, then WV ~ BU and a --• ai. Equation (9) therefore reduces 
to 

or 41 ~ 2a,BU 
dZ 

V y. 2a BUZ + B2U 

Equation (3) b e c o m e s 

'IE = _ GV ~ - G(2axBUZ + B2U) 
dZ 

or 

F = glfBA - G(axBUZ2 + B2UZ) 

At Z = Zb, F = 0 so that 

GB 

' B 
z, 
B 

(18) 

Fig. 5 

This solution for large G{U/Ag)2 compliments that of Morton [2] 
for G(U/gX)2 -•••* 0. The asymptotic values of the Zb/B curves in 
Fig. 6 can be checked using this formula. 
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Below the zero buoyancy level the p lume is a lmos t ident ical to 

a nonbuoyan t je t . T h e height Zt, is generally well below t h e bot­

tom edge of the strat if ied p l u m e when G(U/&g)2 > 1.0, so t h a t 

once again there is probably l i t t le r e - e n t r a i n m e n t of the strat if ied 

p lume into t h e rising p l u m e . In this ins tance , the cen te r line be­

tween the upper a n d lower edge of the s trat i f ied p l u m e lies above 

the ca lcu la ted va lue of Zc when the previous model descr ibing the 

formation of t h e s trat i f ied p l u m e is adop ted here . 

T h e strat i f ied p l u m e is obviously l ighter t h a n pred ic ted by this 

model . T h e addi t iona l buoyancy could be achieved by mixing 

with the a m b i e n t air dur ing t h e fall-out process, a l t hough this ex­

p lana t ion is purely specu la t ive . 

C o n c l u s i o n s 

1 E x p e r i m e n t s performed in a n env i ronmen ta l c h a m b e r in the 

presence of an inversion show t h a t t h e e n t r a i n m e n t coefficient for 

a dry p l u m e is not a universal cons tan t , b u t is a va r i ab le . 

2 T h e expe r imen ta l resul ts are in good ag reemen t with the 

var iable e n t r a i n m e n t coefficient theory proposed by Fox. 

3 T h e charac te r i s t i c p l u m e r ise-heights above a finite size 

source in a cons t an t lapse ra te inversion are funct ions of the two 

tower- top d imens ionless n u m b e r s . 

4 T h e ra t io of the height of the u p p e r edge of t h e strat if ied 

port ion of t h e p l u m e to the m a x i m u m (dome) he igh t of the p lume 

is found to be very nearly cons t an t for all p l u m e s . 

5 T h e height a t which t h e e n t r a i n m e n t is p red ic ted to become 

negat ive is a lmos t co inc ident wi th the he igh t of t h e upper edge of 

the strat if ied por t ion of t h e p l u m e . 

6 T h e rat io of the height of the lower edge of the stratified 

port ion of the p l u m e to the m a x i m u m (dome) height is found to 

be near ly cons t an t . 

7 For buoyancy d o m i n a t e d p lumes the predic ted zero buoyan­

cy he ight is very nearly coincident with the average height of the 

strat if ied por t ion of the p l u m e . 
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Heat Transfer and Film Cooling 
Following Injection Through 
nclined Circular Tubes 

Film cooling effectiveness and heat transfer are measured downstream of injection 
through discrete holes into a turbulent mainstream boundary layer. Air is injected 
through both a single hole and a row of holes spaced at three-diameter intervals and in­
clined at an angle of So deg to the main flow. There is little difference between the heat 
transfer coefficient with blowing and without blowing at low blowing rates (mass flux ra­
tios). In fact, at low blowing rates, injection is found to decrease somewhat the heat 
transfer coefficient from that measured without blowing. As the mass flux ratio increases 
past unity, the heat transfer coefficient increases especially with injection through a row 
of holes. The peak heat transfer is usually found at the edge of the spreading jets (i.e., 
between two holes). At a blowing rate near two, the lateral average of the heat transfer is 
as much as 27 percent higher than the heat transfer with no blowing. The increase in 
heat transfer is attributed to the interaction between the jets and the free stream, caus­
ing high levels of turbulence. 

Introduction 

With film cooling, a coolant is ejected locally through the wall of 
a structure in such a way that it creates a film along the surface, 
thereby protecting the structure from exposure to a hot gas 
stream. In a typical film cooling application, the problem is to 
predict or measure the relationship between the wall temperature 
distribution and the heat transfer. The geometry and mainstream 
and secondary flows may be fixed or may be permitted to vary. 
One may require the wall temperature for a given set of condi­
tions or optimize the geometry, mainstream or coolant flow while 
maintaining the wall temperature below some critical value. 

The heat transfer coefficient with film cooling is defined as 

// <7 
- T„ 

The adiabatic wall temperature is often presented in dimension-
less form as the film cooling effectiveness. For low speed, constant 
property flow the film cooling effectiveness is given by 

> , -:Tr ' (2) V 

The heat transfer coefficient, as defined by equation (1), is often 
relatively close to the value without injection. The adiabatic wall 
temperature, however, can vary considerably and is more difficult 
to predict. Most film cooling studies are therefore concerned with 
the determination of the film cooling effectiveness. 

Contributed bv the Heat Transfer Division for Publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division, July 19, 1973. Paper No. 74-HT-V. 

A large number of parameters are involved in film cooling. The 
shape of the channel through which the coolant flows and the 
angle of injection can be altered for both two-dimensional and 
three-dimensional film cooling. In addition, the spacing between 
holes and the number of rows of holes can be varied for the three-
dimensional case. The film cooling process also depends on the 
dimensionless parameters describing the main flow as well as the 
coolant flow. The ratios of the velocities and densities of the flows 
are especially important. These quantities are often grouped into 
the parameters known as the blowing rate (mass flux ratio) and 
momentum flux ratio. The blowing rate is expressed as 

M = 

' 1' and the momentum flux ratio is given by 

/ = 

(3) 

(4) 

The subscript 2 denotes the coolant flow; and the subscript => 
represents the main flow. Other important parameters are the 
Reynolds number of the main flow, the turbulence in the main 
flow and the thickness of the mainstream boundary layer at the 
point of injection. If large temperature differences are employed, 
the variation of properties throughout the flow field is important. 

Two-dimensional film cooling has been studied rather exten­
sively [l] ,1 the bulk of the work being concerned with the deter­
mination of the film cooling effectiveness. Heat transfer studies 

1 Numbers in brackets designate References at end of paper. 
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with two-dimensional film cooling indicate that injection has lit­
tle effect on the heat transfer coefficient for blowing rates less 
than 0.5. At higher blowing rates, the heat transfer coefficient 
near the slot is usually observed to be somewhat higher than 
without injection. Its value in this region seems to be quite de­
pendent on injection geometry. Further downstream, the heat 
transfer coefficient approaches the value without injection. 

Three-dimensional film cooling has not been studied as exten­
sively as two-dimensional film cooling. Most of the earlier re­
search was concerned with determination of the film cooling effec­
tiveness [2-13] and is reviewed in [1, 14, and 15]. 

Information concerning heat exchange between the wall and gas 
flow in a three-dimensional film cooling environment is sparse. 
Metzger and co-workers (16, 17] measured the average heat trans­
fer for injection through a row of holes at angles of 20 and 60 deg 
and hole spacings of 1.55 and 1.71 diam. Results for injection at 
20 deg do not differ significantly from results without injection. 
For 60-deg injection the average heat transfer coefficient was 
higher than that without injection in the region immediately 
downstream of the holes but soon decreased to the same value. 
Burggraf and Huffmeier [19] measured average heat transfer 
downstream of injection through single and staggered double rows 
of holes at an angle of 35 deg. For blowing rates less than 1.0, 
they did not find significant differences between results with and 
without injection. At blowing rates of 1.5 and 2.0, the heat transfer 
was greater than occurs without injection. The heat transfer near 
injection at these higher blowing rates is correlated by the equa­
tion for heat transfer without injection when the mass velocity is 
replaced with the coolant mass velocity. 

In the present investigation local values of the heat transfer 
coefficient are determined for injection of heated and unheated 
jets of air through holes. Secondary injection is through a row of 
tubes spaced at three diameter intervals across the span and in­
clined at an angle of 35 deg to the main flow (Fig. 1). A few mea­
surements are conducted using a single tube from the row. The 
outlets of the tubes are flush with the surface on which measure­
ments are conducted. A constant heat flux is generated electrical­
ly at the test surface and local surface temperatures are mea­
sured. Experiments are conducted at moderate temperatures. 
Differences in the density ratio and variation of fluid properties 
throughout the flow field should be taken into consideration when 
using the results for high temperature applications. 

Apparatus 
The experiments are conducted in a subsonic, open-circuit 

wind tunnel. The air mainstream in the tunnel flows from the 
room through an entrance section, the test section, a diffuser, a 
blower, and finally through a silencer before being discharged 

SUPPORT 
POSTS 

Fig. 1 Test section 

outside the building. The secondary, or injected air, is supplied by 
the building air compressor. The flow rate is controlled by a pres­
sure regulator and needle valve and is measured with a thin plate 
orifice meter. Temperature fluctuations introduced by the com­
pressor are eliminated by passing the air through a long coiled 
copper tubing submerged in a large tank of water. The air is 
heated in a stainless steel tube around which heating tapes are 
wrapped. The heated air flows into a plenum chamber that pro­
vides uniform flow to the injection tubes. This system is de­
scribed in greater detail elsewhere [5, 6, 9]. 

The test section is 20.3 cm by 20.3 cm in cross section, and 
153.8 cm long. The bottom wall is constructed of Textolite (linen 
based phenolic manufactured by General Electric) and the top 
and side walls are constructed of Plexiglas and Textolite. The test 
section consists of three segments. 

The first segment of the test section contains an impact probe 
and wall pressure tap to determine the free stream velocity, a 
thermocouple probe to measure the temperature of the main flow, 
and two thermocouple junctions embedded in the bottom wall to 
determine the free stream recovery temperature. The bottom wall 
is thin (0.32 cm thick) to allow it to respond quickly to any tem­
perature changes in the main flow. A 0.064 cm dia boundary layer 
trip wire is located on the bottom wall approximately 3.8 cm 
downstream of the contraction section. An additional sandpaper-
type trip is located on the bottom surface on the contraction section 
about 24 cm upstream of its outlet. This additional trip is includ­
ed to provide a thicker boundary layer than was used in previous 
studies [5-10]. 

The next segment contains a row of five tubes at an angle of 35 
deg to the direction of main flow as shown on Fig. 1. The 1.18 cm 
ID tubes, spaced at three-dia intervals, are cemented into the 

• N o m e n c l a t u r e -

D = diameter of injection tube 
h = heat transfer coefficient defined 

using difference between wall 
and adiabatic wall temperature, 
see equation (1) 

h = heat transfer coefficient defined 
using difference between lateral­
ly averaged wall and adiabatic 
wall temperature, see equation 
(5) 

ho = heat transfer coefficient without in­
jection 

/ = momentum flux or dynamic pres­
sure ratio, piVi2jpa V J-

M = blowing rate, pzUz/p^ t /„ 
q = wall heat flux 
q = laterally averaged wall heat flux 

Reo = Reynolds number using free stream 
velocity and injection tube diam- X 
eter (Reu = p„ LL D/n „) 

S = slot width for two-dimensional film 
cooling and equivalent slot width Y 
for three-dimensional film cool­
ing, S = 7rD/(4 times center-to- Z 
center hole spacing) 

Taw = adiabatic wail temperature 
Taw = laterally averaged adiabatic wall 

temperature 
Tr — mainstream recovery temperature 
Tw = wall temperature 
T~Z = laterally averaged wall tempera- n 

ture 
1\ = injection temperature M„ 

T = mainstream temperature 
Ut = mean velocity in injection tube p2 

£/„ = mainstream velocity p„ 

5* = 

So* = 

distance downstream of down­
stream edge of injection hole, see 
Fig. l 

distance normal to test surface, see 
Fig. l 

lateral distance from center of in­
jection hole, see Fig. 1 

boundary layer displacement 
thickness 

boundary layer displacement 
thickness at the upstream edge 
of the injection hole 

film cooling effectiveness, see equa­
tion (2) 

dynamic viscosity of mainstream 
gas 

density of injected gas 
density of mainstream gas 
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bottom plate of the segment and ground flush to the tunnel sur­
face. In order to reduce heat conduction from the tube to the 
plate, the injection plate is thinned from the back side to a thick­
ness of 0.16 cm in the region surrounding the tubes. Thermocou­
ples are soldered on the outside of the injection tubes. The inlet 
ends of the injection tubes join the plenum chamber mentioned in 
the foregoing. All tubes are surrounded with fiberglass and styro-
foam insulation. 

The assembly consisting of the bottom plate of the injection 
segment, the tubes, tunnel floor, and the plenum chamber is free 
to slide in the lateral direction. The holes through which the sec­
ondary gas flows can thus be located at any lateral position in the 
tunnel and a single row of thermocouples can be used to measure 
wall temperature distributions downstream of injection. 

The third segment of the test section contains the test plate. 
Eighteen stainless steel electrical heaters are cemented to the 
Textolite plate as shown on Fig. 1. The test plate is designed to 
minimize heat losses out the back and conduction within the 
wall. Heat should then be transferred to the flow at the location 
where it is produced and the local heat transfer coefficient can be 
determined from the local wall temperature. In reality, there are 
heat losses due to conduction out the back and radiation from the 
test surface. There are also small errors in the measured local 
wall temperature due to heat loss through the thermocouple leads 
and conduction within the wall. Corrections that are applied to 
the measurements to take these factors into account are discussed 
in [15]. The 0.16 cm plate that the heaters are cemented to is 
backed by 5 cm of styrofoam insulation. The stainless steel heat­
ers are 0.025 mm thick by 5.04 cm in the flow direction. They span 
the entire width of the test plate and are spaced 0.04 mm apart. 
Copper buss bars are soldered to the ends of the heater strips. 

Power for the heaters is provided by two 900 w direct current 
power supplies wired in series. The current passes through a 
shunt and through each of the heaters that are all wired in series. 
Current flow is determined from the voltage drop across the cali­
brated shunt and the heat generated is calculated from the cur­
rent flow and the resistance of the heaters. Wall temperatures are 
measured by 36 gage iron-constantan thermocouples that are em­
bedded in the Textolite plate behind the heater. The thermocou­
ple junction is electrically insulated from the heater. 

Operat ing Condit ions and Procedures 
Steady-state conditions exist during all tests. For injection of 

heated jets, a temperature difference of approximately 55 deg C is 
used, resulting in a density ratio of approximately 0.85. When un­
healed jets are used, the density ratio is 1.0. The range of vari­
ables studied is as follows: free stream velocity U = 30.5 - 61.0 
m/sec. Reynolds number based on free stream velocity and injec­
tion tube diameter Re» = 0.22 x 105 - 0.44 X 105, displace­
ment boundary layer thickness at the point of injection bo* = 0.14 
- 0.21 cm, blowing rate M = 0.1 - 1.95 and wall heat flux q = 0 
- 0.20 W/cm2, resulting in differences between the wall tempera­
ture and adiabatic wall temperature in the range 0 - 3 3 deg C. 
The wall heat flux is not varied as an independent variable, but 
only to provide approximately the same temperature difference 
between the wall and mainstream flow as the free stream velocity 
is varied. 

The secondary air temperature, 1\, is taken as that measured 
by thermocouples six dia upstream of the tube outlet. The differ­
ence between this temperature and the mainstream temperature 
varies by approximately one percent across the row of holes, most 
of this variation being between the outside tubes and those adja­
cent to them. Variation in excess temperature across the inner 
three tubes is much less than one percent. Velocity at the outlet 
of the tubes varies by approximately one percent across the row. 

Velocity profiles measured at locations both on and off the cen­
ter line of the test surface and at different positions along the 
length of the test section without injection are found to be in good 
agreement with each other and with the fully developed turbulent 
profile reported by Klebanoff and Diehl [20]. At the point of in­
jection, the boundary layer is approximately 45 percent thicker 

than in the previous 35 deg injection studies. Boundary layer 
growth on the walls of the test section causes the main flow veloc­
ity to increase by approximately six percent over the length of the 
test section. 

The experimentally determined heat transfer coefficient with­
out secondary injection is used as a reference for tests with injec­
tion. The injection holes are covered with thin tape to provide a 
smooth surface and the wind tunnel is operated at the same ve­
locities as for tests with secondary injection. This heat transfer 
coefficient depends not only on the free stream velocity and posi­
tion along the heated wall, but it is also a weak function of the 
hydrodynamic starting position from where the velocity boundary 
layer starts to grow to the location where heating of the wall be­
gins. Comparison of the experimental results without injection 
with theory [21] shows that the theory and results agree quite well 
at downstream locations where the influence of hydrodynamic 
starting length is small [15]. 

The primary flow in the wind tunnel, the secondary flow 
through the injection tubes and the heat flux from the test sur­
face can be changed to conduct the experiments under a variety 
of conditions. Adiabatic wall temperatures are determined by op­
erating the tunnel with injection of heated secondary air and no 
heat flux from the test surface. Heat transfer coefficients are de­
termined with a heated wall and with either heated or unheated 
injection air. In the former case, the heat transfer coefficient is 
defined using the difference between the heated wall temperature 
and the adiabatic wall temperature that was measured under the 
same flow conditions. With unheated injected air, the heat trans­
fer coefficient is defined using the difference between the heated 
wall temperature and the free stream recovery temperature. Two 
separate sets of measurements are necessary to determine the 
heat transfer coefficient by the first method whereas only one set 
is necessary for the second. Because these two techniques yield 
essentially the same results [15], the second method is used for 
most of the measurements. 

Results 
Film Cooling Effectiveness. Adiabatic wall temperature 

measurements for injection through the row of holes display the 
same trends with X/D, Z/D, and blowing rate as found in previ­
ous studies [7, 8] so complete film cooling effectiveness distribu­
tions are not included here. Variation of the center-line film cool­
ing effectiveness with Reynolds number and boundary layer 
thickness at the point of injection is shown on Fig. 2. Included on 
this figure are results for injection through both a single hole and 
a row of holes at an angle of 35 deg to the main flow [5-9], No sig­
nificant difference has been found between center-line results for 
injection through this single hole or the row of holes for M < 1.0 
[7, 8]. Data from [5-9] does not permit independent consideration 
of the variation of film cooling effeviveness with Reynolds number 
and boundary layer thickness as these two quantities are related. 
Inclusion of data from the present investigation does permit such 
a comparison as an additional boundary layer trip is used here. 
The boundary layer is now thicker at free stream velocities equal 
to those in [5-9]. The center-line film cooling effectiveness is seen 
to increase as bo* jl) is decreased at a fixed value of the Reynolds 
number. When the boundary layer at the point of injection is 
thin, the jet encounters a greater "force" (due to the higher fluid 
momentum close to the wall) upon leaving the injection tube 
than for a thicker boundary layer and is turned more, remaining 
closer to the wall and increasing the film cooling effectiveness. 
The variation is not as great at the larger values of bo*/D as for 
the smaller values of bo* /D in [7 and 8]. Fig. 2 also indicates that 
the film cooling effectiveness seems to increase with the Reynolds 
number, Re«, but it is difficult to determine the amount of the 
increase with the limited amount of data on the figure. If any­
thing, one might expect the opposite effect because of greater 
mixing at higher Reynolds numbers. 

Heat Transfer Coefficient. The heat transfer coefficient 
downstream of a single 35 deg hole is presented on Fig. 3 for M = 
0.5, 0.97, 1.46, and 1.95. The heat transfer is within approximate-
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Fig. 2 Variation of center-line film cooling effectiveness with displace­
ment boundary layer thickness 

ly 15 percent of the value without injection for all of these blowing 
rates. It is often less than that found without injection, especially 
at the lower blowing rates and far downstream for the higher 
blowing rates. The injected mass apparently thickens the bound­
ary layer, thus decreasing the heat transfer coefficient in these 
areas. This effect is countered by increased heat transfer due to 
turbulence at locations where the edge of the jet and the main­
stream interact. The heat transfer coefficient is increased near 
the hole where the jet and mainflow interact strongly at the high­
er blowing rates. At the lower blowing rates, interaction between 
the jet and the mainstream cause the heat transfer coefficient to 
be higher near the edges of the jet than on the jet center line, 

Results from [15] indicate that the heat transfer coefficient for 
injection through a hole at an angle of 90 deg to the mainflow is 
approximately 15-20 percent greater than the value without in­
jection at X/D = 7.33 and still 10-15 percent greater at X/D = 
35.44 for M > 0.5. Comparison of these values with Fig. 3 shows 
the heat transfer coefficient for normal injection to be considera­
bly larger than for 35 deg injection. A jet injected at 35 deg has a 
velocity component in the direction of the main flow; a jet inject­
ed normal to the mainstream has no initial velocity component in 
the direction of main flow. For normal injection there is therefore 
more interaction between the jet and the mainstream, resulting 
in higher turbulence levels and a higher heat transfer coefficient 
than for 35 deg injection. This effect is in agreement with film 
cooling effectiveness results of [6] where lower effectiveness values 
and increased spreading of the jet for normal injection when com­
pared to 35 deg injection are attributed to greater interaction be­
tween the jet and mainstream during normal injection. 

The heat transfer coefficient downstream of injection through a 
row of 35 deg holes spaced at three dia intervals across the span is 
presented on Figs. 4 and 5 for Reynolds numbers of 0.44 x 105 

and 0.22 x 105, respectively. Except for center-line values near 
the point of injection, the heat transfer coefficients for M = 0.1 
and M = 0.2 (Fig. 4) fall within 5 percent of the value without in­
jection. For M - 0.2, the center-line heat transfer coefficient is 
somewhat less than the value between holes where the jets inter­
act with the mainstream and with each other. Results for a blow-
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ing rate of approximately 0.5 are included on both Fig. 4 and Fig. 
5. The heat transfer coefficient is seen to vary from approximate­
ly 10 percent lower to 5 percent more than that measured without 
injection. The center-line heat transfer coefficient is again lower 
than the value near the edge of the jets. Results at Re/j = 0.22 x 
105 (Fig. 5) are approximately 3 percent lower than results for the 
higher Reynolds number. 
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Figs. 4 and 5 also include results for a blowing rate of approxi­
mately 1.0. For Reo = 0.44 x 105, the heat transfer coefficient on 
the center line decreases from a value that is approximately 10 
percent greater than the flat plate value and nearly constant 
across the span to a value approximately 4-5 percent below the 
value without injection for X/D > 30. At downstream locations, 
the heat transfer coefficient between holes where the jets interact 
with each other and with the main (low is approximately 15-20 
percent greater than the center-line value. The heat transfer coef­
ficient at the lower Reynolds number (Fig. 5, Reo = 0.22 x 105) 
displays similar trends but is approximately 4 percent lower than 
the heat transfer coefficient for Relt = 0.44 x 105. 

Fig. 5 also contains results for blowing rates of M = 1.45 and 
1.94. The variation of center-line heat transfer coefficient is simi­
lar to that observed with M = 0.99, decreasing from a value that 
is nearly constant across the span. The heat transfer coefficient 
between holes increases rapidly in the downstream direction, ap­
parently due to the jets interacting, reaching a maximum at X/D 
= 20-25 and then decreasing. The maximum value of the heat 
transfer coefficient (occurring at Z/D ~ 1) is greater than the 
value without injection by approximately 22 percent for M = 1.45 
and 37 percent forM = 1.94. 

Comparison of results for the single hole (Fig. 3) and the row of 
holes (Fig. 5) shows little difference for M = 0.5. At M = 1.0, cen­
ter-line results are similar for the single hole and the row, but 
heat transfer coefficients between holes are higher for the row 
than those at the same lateral distance from the single jet. At M 
~ 1.5 and 2.0, the heat transfer coefficients following the row of 
holes are much greater than those for injection through a single 
hole. Interaction between adjacent jets thus causes increased heat 
transfer even near the holes at blowing rates above M = 0.5. 

In film cooling applications, where the surface to be cooled is a 
good heat conductor, conduction within the wall decreases lateral 
variations in the wall temperature. The film cooling effectiveness 
and heat transfer coefficient depend primarily on X/D. A heat 
transfer coefficient h that can be used in these applications is cal-
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culated by averaging the wall temperatures that are measured to 
determine local heat transfer coefficients 

li(X/D) 
TjX/D) - TaJ.X/D) 

(5) 

The bar denotes an average in the lateral direction only. For 
three dia hole spacing, 

T,,(X/D) f ru.(X/D,Z/D)d(Z/D). (6) 

The adiabatic wall temperature and approximately constant 
(variation is due to change of resistance of heaters with tempera­
ture) wall heat flux are averaged in the same way. 

The heat transfer coefficient defined using laterally averaged 
wall temperatures is presented on Figs. 6(a) and 6(b) for Reo = 
0.44 x 105 and Reo = 0.22 X 105, respectively. Fig. 7 contains a 
crossplot of this heat transfer coefficient against the blowing rate 
M. Fig. 6(a) shows that results for M < 0.5 do not differ from 
values without injection by more than 3 percent for Reo = 0.44 x 
105. The heat transfer coefficient at the lower Reynolds number 
(Fig. 6(b)) varies from approximately 6 percent below the flat 
plate value near injection to approximately 3-5 percent below the 
value without injection at downstream locations for M = 0.2 and 
0.5. The heat transfer coefficient for heated injection is smaller 
than for unheated injection by approximately 1 percent for M = 
0.2 and 1.5 percent for M = 0.5. These differences are similar to 
those that are observed for normal injection through a single tube 
and are partly due to the higher uncertainties that are associated 
with heated injection [15]. 

At M = 0.99, the heat transfer coefficient decreases from ap­
proximately 10-12 percent above the value without injection near 
the hole to 5-6 percent above flat plate values at downstream 
locations for Re/; = 0.44 X 105. Fig. 7 shows results for Re» = 0.22 
x 105 to be approximately 5 percent lower than those at the high­
er Reynolds number for M = 0.99. The heat transfer coefficient 
determined with heated injection (p2/p.„ = 0.85) is approximately 
2 percent higher than that found with unheated injection (m/p 
= 1) at this blowing rate. Since the jet is penetrating into the 
mainstream for M = 1, the increased heat transfer coefficient for 
heated injection at this blowing rate could be due to the differ-
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ence in the momentum flux ratio / between heated and unheated 
injection. 

For M = 1.45 and M - 1.94, the laterally averaged heat trans­
fer coefficient increases in the downstream direction, reaches a 
peak at X/D ^ 20 and then decreases at larger values of X/D. 
The peak value is about 14 percent greater than the value with­
out injection for M = 1.45 and about 27 percent higher for M = 
1.94. References [7) and [8] show the film cooling effectiveness in­
creasing with X/D for 35 deg injection through a row of holes at 
M = 1.5 and 2. The jets penetrate into the main flow at these 
blowing rates and the increase in effectiveness is explained as 
being the result of spreading of the jets. The increased values of 
the heat transfer coefficient can result from the high turbulence 
level near the edges of the jets that are spreading toward the wall. 

Increased values of the heat transfer coefficient, especially near 
the point of injection and at the higher blowing rates, have been 
attributed to turbulence that results from interaction between the 
jets and the main flow. Turbulence measurements have been re­
ported for normal injection of a single jet into the main flow. Ref­
erences [9 and 10] report the turbulence intensity to be as high as 
60 percent in the region near injection for blowing rates greater 
than 1. Very large eddies have also been observed for normal in­
jection in [15]. Although turbulence levels would not be expected 
to be as high for 35 deg injection as for normal injection, it is be­
lieved that they are still high enough to promote heat transfer. 

The heat transfer coefficient based on the average (in both the 
lateral and downstream directions) wall temperature was deter­
mined by Metzger and co-workers [16, 17] for injection through a 
row of holes at an angle of 60 deg with the main flow. Hole spac­
ings of 1.55 and 1.71 dia were used at blowing rates M = 0.25, 
0.50, and 0.75. Although the wall temperatures used to calculate 
h in the present work are averaged only in the lateral direction, h 
can be compared with the results of [16 and 17] at low blowing 
rates where h does not vary much in the downstream direction. 
The heat transfer reported in [16 and 17] is a few percent above 
flat plate values at M = 0.25, while the results on Figs. 6(a) and 
6(b) for M = 0.2 are 3-5 percent below flat plate values at Re;> = 
0.22 x 105 and approximately equal to the value without injec­
tion for ReZ) = 0.44 x 105. The small difference between the re­
sults could be due to the difference in blowing rates, different 
Reynolds numbers or the different injection geometries. For M = 
0.5, the heat transfer coefficients of [16 and 17] decrease from ap­
proximately 25 percent above the flat plate value near the hole to 
approximately 10 percent above the value without injection at 
X/S ~ 65 (X/S = 65 corresponds to X/D = 29.8 for 1.71 dia 
spacing and X/D - 33 for 1.55 dia spacing). The large difference 
between these results and the data in Figs. 6(a) and 6(b) which 
fall a few percent below the value without injection may be due to 
differences in geometry or increased mass flow in the mainstream 
due to secondary injection. The larger injection angle would in­
crease interaction between the jet and mainstream and the small­
er hole spacings should increase interaction between neighboring 

jets. Both of these effects would tend to increase the heat transfer 
coefficient. For M = 0.5, secondary injection apparently increases 
the mainstream flow rate in [16 and 17] by 5-10 percent [18]. This 
additional mass flow could increase the heat transfer coefficient 
by 4-8 percent. 

Conclusions 
Comparison of film cooling effectiveness for 35 deg injection 

through a row of holes with results from other investigations indi­
cates that the film cooling effectiveness varies with Reynolds 
number and boundary layer thickness at the point of injection as 
well as X/D, Z/D, and M. Fig. 2 shows that the center-line film 
cooling effectiveness decreases as the boundary layer thickness at 
the point of injection is increased. When the boundary layer at 
the point of injection is thin, the jet encounters a greater "force" 
upon leaving the injection tube than in a thicker boundary layer 
and is turned faster, remaining closer to the wall and increasing 
the film cooling effectiveness. This effect, as would be expected, 
seems most important at M ^ 0.5 which is the blowing rate 
where penetration of the jet begins to be important. The film 
cooling effectiveness appears to increase somewhat with Reynolds 
number Re«. 

The heat transfer coefficient for 35-deg injection through a sin­
gle hole is observed to be smaller than has been observed for nor­
mal injection. The jet injected at 35 deg has a velocity component 
in the direction of main flow; the jet injected normal to the main­
stream has no initial velocity component in the direction of main 
flow. There is therefore more interaction between the normally in­
jected jet and the mainstream, resulting in higher turbulence lev­
els and a higher heat transfer coefficient than for 35-deg injection. 
This is in agreement with film cooling results of [6] where lower 
effectiveness values and increased spreading of the jet for normal 
injection when compared to 35-deg injection are attributed to 
greater interaction between the jet and mainstream for normal 
injection. 

There is little difference between the heat transfer coefficient 
for 35-deg injection through a single hole or through a row of holes 
spaced at three-diameter intervals across the span for M = 0.5. 
At M = 1.0, center-line heat transfer results are similar for the 
single hole and row, but heat transfer for the row is higher be­
tween holes than at the same lateral distance from the single jet. 
At M = 1.5 and 2, heat transfer results for a row of holes are 
much higher than for injection through a single hole at all lateral 
positions. Interaction between adjacent jets and between the jets 
and the mainstream increases heat transfer at blowing rates 
above M = 0.5. A similar effect was observed in [7 and 8] where 
interaction between jets increased the film cooling effectiveness at 
blowing rates greater than 1. 

At blowing rates M = 1, 1.5, and 2, the heat transfer coefficient 
varies by as much as 20 percent in the lateral direction for 35-deg 
injection through the row of holes. The heat transfer coefficient is 
greatest between holes where the jets interact with the main­
stream and with each other. At blowing rates M - 1.5 and 2, the 
heat transfer coefficient based on laterally averaged wall temper­
atures first increases in the downstream direction, reaches a max­
imum value at X/D =r 20 and then decreases with X/D. The jets 
penetrate into the free stream at these blowing rates and then 
spread toward the wall. The heat transfer coefficient increases 
with X/D for X/D < 20 because of the high turbulence level near 
the edges of the jets that are spreading toward the wall. 

The heat transfer coefficient for 35-deg injection through the 
row of holes at Re« = 0.44 x 105 is approximately 3-5 percent 
higher than at Reo = 0.22 x 105. The higher heat transfer coeffi­
cient at the larger Reynolds number may be due to increased 
mixing of the secondary flow at the higher Reynolds number and 
thinner free stream boundary layer. 
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A Method for Improving the 
Efficiency of Monte Carlo 
Calculation of Heat Conduction 
Problems 

G. E. Zinsmeister1 and J. A. Sawyerr2 

Introduction 

Monte Carlo methods are generally inefficient for whole tem­
perature field calculations in heat conduction problems. Presently, 
they can only be recommended for single point calculations since 
they possess the unique advantage of allowing calculation of a 
single point without calculating the whole field. They may also 
offer an advantage in surface heat flux calculations since a sur­
face temperature gradient at a point can be obtained by calculat­
ing at most two points (i.e., the surface temperature if not speci­
fied and the temperature at a point just below the surface). For 
whole field calculations, however, Monte Carlo methods are sim­
ply too inefficient to be recommended. This note presents a meth­
od for improving the efficiency of whole field calculations using 
Monte Carlo. 

Some improvements in the efficiency of Monte Carlo calcula­
tions for heat conduction problems were developed by Haji-
Sheikh and Sparrow [1, 2]3 (who used a method previously sug­
gested by both Brown [3] and Muller [4]) and Emery and Carson 
[5], Both methods (the floating random walk and the exodus 
method) involve the concept that a walker leaving a point within 
an enclosed region must pass through an interposed boundary. If 
the probability of reaching a point on this interposed boundary is 
known, the walker can start from the interposed boundary. 
"Bookkeeping procedures" suggested by Curtiss [6] utilized this 
concept in yet a different way as early as 1949. The method pre­
sented here is an additional way of implementing this concept, 
and is called the "shrinking boundary" method. 

1 Assoc. Professor. Mechanical and Aerospace Engineering Department, 
University of Massachusetts. Amherst. Mass. Mem. ASME. 

2 Graduate Student. Mechanical and Aerospace Engineering Depart­
ment. University of Massachusetts, Amherst, Mass. 

3 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Heat Transfer Division, October 11, 1973. 

The Shr ink ing Boundary Method 
In the standard random walk method for heat conduction prob­

lems (i.e., the Laplace equation), the temperature at a point in 
the conduction region is obtained by dispatching a large number 
of walkers from the point and allowing them to walk randomly in 
the conduction region on a superimposed finite difference grid 
until they hit a boundary where they are absorbed or terminate.4 

The temperature at the point of dispatch is then calculated by 
multiplying the temperature at each boundary point times the 
number of particles absorbed at that boundary point, summing 
these results over the entire boundary, and, finally, dividing by 
the number of particles originally dispatched. The shrinking 
boundary concept involves exactly the same procedure except 
that once an internal point has been calculated it can be treated 
as a boundary point. That is, it can also absorb particles. This 
will decrease the calculation time for the next point since the 
walkers will have an additional point for terminating their walk. 
With subsequent calculations, the savings in calculation time be­
come even greater. This note is directed to the question of how 
much of a saving in time is possible. 

The choice of the name "shrinking boundary" to describe this 
concept should not mislead one into thinking that calculations 
must be performed from the boundary inward. One could start 
from an internal point and work outward or even choose the suc­
cession of points to be calculated in a random manner. The deter­
mination of the relative merits of various shrinking patterns is 
also discussed in this note. 

The Computer P r o g r a m 
The detailed computer program which used the exodus method 

on a square grid is available in [8]. Here we present only unique 
concepts necessary to implement the method. 

To implement the shrinking boundary method, it is necessary 
to keep track of nodes which have been already calculated. The 
method used in this research was to assign a code of one to non-
calculated nodes which was then changed to zero when the node 
was calculated. The code had three functions: (a) to keep walkers 
at an absorbing node from being distributed to an adjacent node; 
(b) to guide the calculation of the total number of walkers which 
have been absorbed; and (c) to guide the scoring after a sufficient 

4 The total absorption of particles on the boundary is true only for Diri-
chlet boundary conditions. For insulated or convective boundary condi­
tions, walkers may be reflected back into the region. Only Dirichlet condi­
tions are considered here though the method is applicable to other bound­
ary conditions. For details see [6. 7). 
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Table 1 Normalized times for various methods 
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fraction of the walkers are terminated. 
The program was also designed to give the probability distribu­

tion with which a walker would terminate on the original bounda­
ry. These probability distributions are essentially Green's func­
tion for the region and are much more general than a specific 
temperature field [7, 9]. Since such distributions can be obtained 
with little extra calculation time (a distinct advantage of the 
Monte Carlo approach), the method used to obtain them is de­
scribed here. To work with termination probability distributions 
using the shrinking boundary method requires a conditional prob­
ability calculation. That is, if the probability of a walker reaching 
an internal absorbing node j from node i is I'd, j) and the proba­
bility of reaching a boundary node k from j is P(j, k), then the 
probability of leaving i, passing through j before hitting any other 
internal absorbing node and finally reaching k is P(i, j) P(j, k). 
The probability of leaving i and reaching k is then £ ; P(i, j) P(j, 
k) + P*(i, k) where P*(i, k) is the probability of reaching k with­
out passing through any internal absorbing nodes. 

The master program was designed to accommodate various 
shrinking patterns by simply changing a few lines of the program. 
The program for the standard exodus method (i.e., with non-
shrinking boundaries) was identical with the shrinking exodus 

program except for deletion of the portion which changed the code 
when a node was calculated and the portion which did the condi­
tional probability calculation. 

For comparison purposes, a separate program utilizing the 
Gauss-Seidel method to obtain Green's function was also written. 

Resul t s and Conclus ions 
The programs described in the foregoing were run to three sig­

nificant figure accuracy on the UMASS time-sharing system for 
five square networks as indicated in Table 1. The CPU time for 
the complete calculation (excluding compilation and printout) 
were obtained and used to construct Table 1 where only the time 
for running the standard exodus method is given. All other results 
for five shrinking patterns (see Fig. 1) are normalized with respect 
to the standard exodus time. Fig. 2 presents some of the results 
graphically. 

Several conclusions can be drawn from the results: 
1 The shrinking boundary exodus method is more efficient 

than the standard exodus method for all shrinking patterns test­
ed. 

2 The spiral out and checkerboard patterns are the most effi­
cient and are of comparable efficiency though the spiral out pat­
tern seems to be getting better for larger networks. 

3 The shrinking boundary exodus method becomes more effi­
cient for larger networks in comparison with the standard exodus 
method. 

4 No shrinking pattern tested made the shrinking boundary 
exodus method competitive with the Gauss-Seidel method.5 

S u m m a r y 
For whole field calculations, the shrinking boundary concept 

alone will not make Monte Carlo methods competitive with stan­
dard methods for solving heat conduction problems. Since it of­
fers no advantage over the standard exodus method for single 

5 While an absolute comparison cannot be made because of possible pro­
gramming inefficiencies, the Gauss-Seidel times were so much less that 
this conclusion seems valid. Also, remember that the Gauss-Seidel pro­
gram calculated Green's function for which it is not well suited. Thus for a 
single temperature field calculation, the Gauss-Seidel method will be even 
more efficient in comparison with the shrinking boundary exodus method 
than Table 1 indicates. 
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point calculations it cannot be recommended for this application. 
However, it may be competitive with standard methods for sur­
face heat flux calculations where it is necessary to calculate the 
temperatures of a layer of nodes just below the surface. For the 
present, then, standard methods are to be recommended above 
Monte Carlo methods except for the above exceptional cases. 

In spite of these negative recommendations, there is the strong 
possibility that the shrinking boundary concept will find useful 
application in conjunction with another method for improving the 
efficiency of Monte Carlo calculations which is presently under 
study. This additional method, called the "inscribed figure" 
method, uses the Monte Carlo method to split a heat conduction 
region into smaller regularly shaped regions which can then be 
handled by standard analytical methods. Both the splitting pro­
cedure and the calculation of temperatures in irregularly shaped 
subregions will be done by the shrinking boundary exodus method 
since it has proven to be significantly faster than the standard 
exodus method. 

Finally, it should be pointed out that the shrinking boundary 
concept is not limited to conduction problems alone. It can be ap­
plied to both convection and radiation problems. Since some ra­
diation problems are amenable only to Monte Carlo analysis [10], 
the use of this concept and other sampling processes is certainly 
warranted. 

Heat Conduction in Bodies With 
Small Boundary Perturbat ions 

W. A. Scheffler1 

There are many methods of calculating the temperature distri­
bution in bodies of irregular shape. This note describes another 
method which is simple in application and has the advantage 
that it employs known solutions to problems of bodies of regular 
shape. The method employs perturbation theory and can be used 
in any number of dimensions. A rigorous discussion of this tech­
nique is given in reference [l].2 

A specific example that occurs in the simulation of a nuclear 
reactor control rod by an aluminum tube is undertaken. Consider 
two annular cylindrical surfaces, the inner surface is of irregular 
shape with a radius given by; 

rp = a [ 1 + £ / ( 6 ) ] (1) 

The assumption of steady-state conditions is mads. In addition, 
the boundary condition on the inner surface is one of constant 
temperature, T,. The t appearing in equation (1) is the eccentrici­
ty of the perturbation from the boundary's circular form. Let the 
outer surface be regular of constant radius, rn, and have a con­
stant surface temperature To. 

The standard assumption is that the temperature distribution 
in the above configuration is given by; 

T(r, e, e) = Ta(r, 0) + eT, (r , 6) + 0 (e2) (2) 

where only terms of order t are kept. The temperature distribution, 
To, is given by the unperturbated distribution i.e., by setting e 
equal to zero in (1) and (2). Therefore, 

T0 (r,6) =A\nr+B (3) 

where A and B are left as arbitrary constants to be determined 

1 Department of Mechanical and Chemical Engineering, Joint Center for 
Graduate Study, Richland, Wash. 

2 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, July 27, 1973. 
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later. 
The temperature at the nonsymmetrical boundary is; 

T{rp, 9) = T, = T0 (rp, 9) + eTl (r„, 9) (4) 

where again terms of order t2 have been dropped. Now expand 
the terms on the right-hand side of equation (4) in a Taylor series 
about the unperturbated radius, a, and keep only terms of order 
e; 

T0{rp, 0} = T0(a, 9) + %ln | (rp - a) (5) 

Ti(rp,e)=Tl(a,e) + ~^\ (rp-a) (6) 
or „ 

P 

where from (1) 

rp-a = aef(6) (7) 

Equations (4), (5), (6), and (7) may now be combined to give to 
order e 

Tt = T0(a,6) + e[aT0'(a,6)f(e) -r 7\(a,e)) (8) 

Now equate coefficients of order c in (8) to find 

Ti=T(t(a,e) (9) 

and 

aT0'(a,e\f(8) + Tt(a,8) = 0 (10) 

Now equations (3) and (9) are used to obtain 

T, = A In a + B (11) 

Likewise, equations (3) and (10) are used to obtain 

Tx(a,9) = -Af{6) (12) 

In a similar manner one evaluates the temperature distribution 
T(r, 8) at the outer surface, r = ro 

T(r0,9) = T„ = T0{r0,6) + eT,(r0 ,e) (13) 

Again matching coefficients of order t, one obtains 

Tb = A In r„ + B (14) 

and 

Ti(r0,e) = 0 (15) 

Now equations (11) and (14) are used to determine the con-
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point calculations it cannot be recommended for this application. 
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face heat flux calculations where it is necessary to calculate the 
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Monte Carlo methods except for the above exceptional cases. 

In spite of these negative recommendations, there is the strong 
possibility that the shrinking boundary concept will find useful 
application in conjunction with another method for improving the 
efficiency of Monte Carlo calculations which is presently under 
study. This additional method, called the "inscribed figure" 
method, uses the Monte Carlo method to split a heat conduction 
region into smaller regularly shaped regions which can then be 
handled by standard analytical methods. Both the splitting pro­
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nique is given in reference [l].2 

A specific example that occurs in the simulation of a nuclear 
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two annular cylindrical surfaces, the inner surface is of irregular 
shape with a radius given by; 
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The assumption of steady-state conditions is mads. In addition, 
the boundary condition on the inner surface is one of constant 
temperature, T,. The t appearing in equation (1) is the eccentrici­
ty of the perturbation from the boundary's circular form. Let the 
outer surface be regular of constant radius, rn, and have a con­
stant surface temperature To. 

The standard assumption is that the temperature distribution 
in the above configuration is given by; 

T(r, e, e) = Ta(r, 0) + eT, (r , 6) + 0 (e2) (2) 

where only terms of order t are kept. The temperature distribution, 
To, is given by the unperturbated distribution i.e., by setting e 
equal to zero in (1) and (2). Therefore, 

T0 (r,6) =A\nr+B (3) 

where A and B are left as arbitrary constants to be determined 
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where again terms of order t2 have been dropped. Now expand 
the terms on the right-hand side of equation (4) in a Taylor series 
about the unperturbated radius, a, and keep only terms of order 
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where from (1) 
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Equations (4), (5), (6), and (7) may now be combined to give to 
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Now equate coefficients of order c in (8) to find 

Ti=T(t(a,e) (9) 

and 

aT0'(a,e\f(8) + Tt(a,8) = 0 (10) 

Now equations (3) and (9) are used to obtain 

T, = A In a + B (11) 

Likewise, equations (3) and (10) are used to obtain 

Tx(a,9) = -Af{6) (12) 

In a similar manner one evaluates the temperature distribution 
T(r, 8) at the outer surface, r = ro 

T(r0,9) = T„ = T0{r0,6) + eT,(r0 ,e) (13) 

Again matching coefficients of order t, one obtains 

Tb = A In r„ + B (14) 

and 

Ti(r0,e) = 0 (15) 
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stants A and B. Equations (12) and (15) determine the boundary 
conditions on 7\(r, 6). 

To determine Tj(r, 0), one notes that the form assumed for T(r, 
6, t) is linear and so each term must satisfy the heat conduction 
equation. The problem now is one where Ti(r, 8) is the same as if 
the body were of regular shape with boundary conditions (12) and 
(15). The general solution to this problem is found by standard 
techniques to be 

Tx(r,e) = T/\(C„rn + 4 f ) cos n0 
n-A >' 

+ (E„r" J- % ) s in nd\ + D0
 l n >' + C0 ( 1 6 ) 

The constants appearing in (16) are determined from the bounda­
ry conditions as 

C„ = "fn 
( i ) 

D„ = 
,, 2n n , (1) 
> 0 " .In 

,77T 

E„ = 

. /V" in (rn) 
ln (a/r0) 

a"f„a> 

F «v/y„,!l 

/«,' 
In (r„/a) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

where fn1' and f„'2) are the Fourier coefficients 

/o(1) = --^T / " ' W * (23) 

A 

and 

/ V " = - — J / ( 9 ) C O S « M » ( B = 1 , 2 , . . . ) (24) 

/ „ ( 2 ) = - — / f(9) s in «6M<9 (« = 1,2,. . .) (25) 

The temperature perturbation, 7\(r, (I), is thus determined. It 
was determined by using the general solution for two concentric 
annular passages, but with boundary conditions generated from 
the perturbation scheme. If it happens that both boundaries are 
perturbated, a similar calculation can be pursued with two eccen­
tricities, tj and (2, entering the problem. 

In order to give a rigorous discussion of convergence of the se­
ries given by equation (2), one would have to calculate the nth 
order term in the series. However, one can see that the conver­
gence of the series (2) is strongly dependent on the choice of f(H). 
Higher order terms in the series requires that higher order terms 
be kept in the expansions (5) and (6). These higher order terms 
are proportional to /(f)) raised to an appropriate power. In regions 
where fit)) is greater than unity, more terms in the series (2) must 
be kept in order to obtain an accurate representation of the tem­
perature distribution. A further discussion for series like equation 
(2) is found in reference [1], 
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Thermal Resistance of a Buried 
Cylinder With Constant Flux 
Boundary Condition 
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Nomenc la ture 
a = distance from ground surface to origin of bicylindrical 
g = metric coefficient 
k = thermal conductivity 
Q = total heat flow rate per unit length of pipe 
q = flux per unit area 
R = thermal resistance 

RQ , c = constant flux resistance 
RT . c — constant temperature resistance 

r0 = pipe radius 
T = temperature 

Ta = average surface temperature 
\p = bicylindrical coordinate 
i) = bicylindrical coordinate 
a) = dis tance from ground surface to pipe center 
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Introduct ion 
The determination of the thermal resistance for heat transfer 

between the surface of a buried pipe or a buried cylinder and 
ground level is important and has been calculated for the con­
stant temperature boundary condition at the pipe surface [1-4].3 

The method used most often is based upon the superposition of 
infinite line source and sink solutions [1-3]. A solution based 
upon bicylindrical coordinates is also available [4]. A buried cable 
or a heating wire with uniform joulean heating will have a con­
stant flux condition. However, in real situations, the actual 
boundary condition is not known exactly. It is felt that in most 
cases, it will be between the constant temperature and the con­
stant flux condition. It becomes necessary then, to have the ther­
mal resistance values corresponding to these two extreme cases. 
The thermal resistance to the constant flux condition is not avail­
able in conduction heat transfer texts, except reference [5], where 
a solution based upon bicylindrical coordinates is given. This so­
lution in reference [5] is in error because the temperature and the 
thermal resistance go to zero, for the same heat transfer, as the 
pipe is displaced farther below ground level. This is obviously in­
correct. The purpose of this technical brief, therefore, is to fill this 
gap and to point out the error in reference [5], so that we will 
have the thermal resistance values corresponding to the extreme 
cases, namely constant temperature and constant flux conditions. 
This brief deals with the exact solution based upon bicylindrical 
coordinates. The thermal resistance with a constant flux bounda­
ry condition is compared with the well-known expression for the 
constant temperature boundary condition. 

A n a l y s i s 
The governing differential equation for steady heat transfer 

through a homogeneous and isotropic medium of thermal conduc­
tivity k in bicylindrical coordinates is [4, 6] 

- ^ + ^ = 0 (1) 
3 T ) 2 3(1)2 
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stants A and B. Equations (12) and (15) determine the boundary 
conditions on 7\(r, 6). 

To determine Tj(r, 0), one notes that the form assumed for T(r, 
6, t) is linear and so each term must satisfy the heat conduction 
equation. The problem now is one where Ti(r, 8) is the same as if 
the body were of regular shape with boundary conditions (12) and 
(15). The general solution to this problem is found by standard 
techniques to be 

Tx(r,e) = T/\(C„rn + 4 f ) cos n0 
n-A >' 

+ (E„r" J- % ) s in nd\ + D0
 l n >' + C0 ( 1 6 ) 

The constants appearing in (16) are determined from the bounda­
ry conditions as 

C„ = "fn 
( i ) 

D„ = 
,, 2n n , (1) 
> 0 " .In 

,77T 

E„ = 

. /V" in (rn) 
ln (a/r0) 

a"f„a> 

F «v/y„,!l 

/«,' 
In (r„/a) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

where fn1' and f„'2) are the Fourier coefficients 

/o(1) = --^T / " ' W * (23) 

A 

and 

/ V " = - — J / ( 9 ) C O S « M » ( B = 1 , 2 , . . . ) (24) 

/ „ ( 2 ) = - — / f(9) s in «6M<9 (« = 1,2,. . .) (25) 

The temperature perturbation, 7\(r, (I), is thus determined. It 
was determined by using the general solution for two concentric 
annular passages, but with boundary conditions generated from 
the perturbation scheme. If it happens that both boundaries are 
perturbated, a similar calculation can be pursued with two eccen­
tricities, tj and (2, entering the problem. 

In order to give a rigorous discussion of convergence of the se­
ries given by equation (2), one would have to calculate the nth 
order term in the series. However, one can see that the conver­
gence of the series (2) is strongly dependent on the choice of f(H). 
Higher order terms in the series requires that higher order terms 
be kept in the expansions (5) and (6). These higher order terms 
are proportional to /(f)) raised to an appropriate power. In regions 
where fit)) is greater than unity, more terms in the series (2) must 
be kept in order to obtain an accurate representation of the tem­
perature distribution. A further discussion for series like equation 
(2) is found in reference [1], 
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Thermal Resistance of a Buried 
Cylinder With Constant Flux 
Boundary Condition 

R. Thiyagarajan1 and M. M. Yovanovich2 

Nomenc la ture 
a = distance from ground surface to origin of bicylindrical 
g = metric coefficient 
k = thermal conductivity 
Q = total heat flow rate per unit length of pipe 
q = flux per unit area 
R = thermal resistance 

RQ , c = constant flux resistance 
RT . c — constant temperature resistance 

r0 = pipe radius 
T = temperature 

Ta = average surface temperature 
\p = bicylindrical coordinate 
i) = bicylindrical coordinate 
a) = dis tance from ground surface to pipe center 
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Introduct ion 
The determination of the thermal resistance for heat transfer 

between the surface of a buried pipe or a buried cylinder and 
ground level is important and has been calculated for the con­
stant temperature boundary condition at the pipe surface [1-4].3 

The method used most often is based upon the superposition of 
infinite line source and sink solutions [1-3]. A solution based 
upon bicylindrical coordinates is also available [4]. A buried cable 
or a heating wire with uniform joulean heating will have a con­
stant flux condition. However, in real situations, the actual 
boundary condition is not known exactly. It is felt that in most 
cases, it will be between the constant temperature and the con­
stant flux condition. It becomes necessary then, to have the ther­
mal resistance values corresponding to these two extreme cases. 
The thermal resistance to the constant flux condition is not avail­
able in conduction heat transfer texts, except reference [5], where 
a solution based upon bicylindrical coordinates is given. This so­
lution in reference [5] is in error because the temperature and the 
thermal resistance go to zero, for the same heat transfer, as the 
pipe is displaced farther below ground level. This is obviously in­
correct. The purpose of this technical brief, therefore, is to fill this 
gap and to point out the error in reference [5], so that we will 
have the thermal resistance values corresponding to the extreme 
cases, namely constant temperature and constant flux conditions. 
This brief deals with the exact solution based upon bicylindrical 
coordinates. The thermal resistance with a constant flux bounda­
ry condition is compared with the well-known expression for the 
constant temperature boundary condition. 

A n a l y s i s 
The governing differential equation for steady heat transfer 

through a homogeneous and isotropic medium of thermal conduc­
tivity k in bicylindrical coordinates is [4, 6] 

- ^ + ^ = 0 (1) 
3 T ) 2 3(1)2 
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where rj and \p are the bicylindrical coordinates, Fig. 1. The sur­
face of the ground is j) = 0, and can have the temperature T = 0. 
The surface of the pipe ij = no, has a constant flux boundary con­
dition [4]. 

V7g 3rjJ,() ~ 2trr0 
(2) 

The metric coefficient in the 17-direction g„ i.e., normal to the 
pipe surface, is given by the following expression [4, 6]: 

a2 

gn = ( 3 ) 

Lcos h j] - cos iiy 

where a is the distance from the ground surface to the origin of 
the coordinate system, Fig. 1. By symmetry the other boundary 
conditions are dT/d\p = 0 at yj/ - 0 and n. 

Equation (1) can be separated into two ordinary differential 
equations whose solutions depend upon trigonometric as well as 
hyperbolic functions. By the method of separation of variables, 
the solution to equation (1) satisfying the boundary conditions is 

T(v, " ' 77/>> l 2 ml w~cos Ji(mio) 
sin h (nrj) cos {nip)] (4) 

where no is related to the pipe radius and the distance from 
ground surface to the pipe center line as follows [4]: 

w = r(l cos // 7/ (5) 

Equation (4) differs from the solution given in reference [5], in 
that it does not contain the term 1/sin hno- The thermal resis­
tance will be defined as the difference between the average pipe 
surface temperature and the ground surface temperature divided 
bv the total heat flow rate. Therefore 

where 

0 0 

0 

(6) 

(7) 

with g,, - gq for the bicylindrical system [4, 6]. Upon substitution 
of equation (4) into (7) and evaluating, one obtains for the aver­
age pipe surface temperature 

T„ J? i l k 

According to our definition of thermal resistance, the constant 
flux resistance per unit length of pipe is therefore: 

f '0 

Fig. 1 

a; = r0 cosh T) 

a = r0 sin h T?0 

OJ 
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R», = Vo 

Table 1 

1?U 

0.04 
0 .10 
0 .14 
0 .31 
0 .44 
0 .62 
0 .76 
0 .87 
0 .96 
1.05 
1.12 
1.19 
1.26 
1.32 
1.76 
2 .06 
2 .29 
2 .99 

1 j \ e-2n"o 

flv... 
Rr=e 

20 .21 
9 .07 
6 .44 
2 .97 
2 .18 
1.66 
1.44 
1.32 
1.25 
1 .20 
1.16 
1 .14 
1 .11 
1.10 
1 .03 
1.015 
1 .009 
1 .002 

tan h (nrj0) (9) 

This expression can now be compared with the constant tempera­
ture resistance expression [1-3] 

which can also be written as 

~ ) 2 ~ 1 ] 

3L 
2 77/? 

(10) 

(ID 

The ratio of the constant flux resistance to the constant tempera­
ture resistance is simply: 

2 ^ e-2"Vf) 
1 + — 2^ tan h (nri„ (12) 

The ratio is shown in Table 1 for typical values of w/r0 and corre­
sponding values of TJO. 

Conclusion 
An exact solution for the constant flux boundary condition is 

presented and the thermal resistance expression is compared with 
the well-known constant temperature expression. It is seen in 
equation (12) and Table 1, that the resistance for the constant 
flux boundary condition is equal to the constant temperature re­
sistance plus an additional resistance which is due to the fact 
that more heat leaves the bottom portion of the pipe under con­
stant flux conditions than under constant temperature condi­
tions. This effect is strongly dependent upon 170- If the pipe is 
buried deeper than 5 pipe radii, the difference between the two 
resistances is less than one percent. It can be seen that for all 
practical purposes a pipe which is buried at a depth of 3 or more 
pipe radii, can be treated as a pipe having constant temperature 
boundary conditions. Also for a pipe which is buried 1.5 radii or 
more, the difference in the resistances corresponding to the two 
extreme boundary conditions is 25 percent or less. Where there is 
a possibility, that the actual boundary condition may lie in be­
tween the two extreme cases, we now have the opportunity to use 
a realistic value, since we have solutions available for both cases. 
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Turbulent Flow in a Tube With 
Wall Suction 

( r „ : - v * H v * } ^ + 4 ( - ^ ) {[1 
Re' 

M. R Doshi and W. N. Gill1 

N o m e n c l a t u r e 

A = constant in van Driest damping factor for impermeable 
tube, equation (5) 

A-i = constant in damping factor for permeable tube, equa­
tions (9), (10), and (11) 

DF = damping factor, equations (5), (6), (8), and (9) 
K = momentum flux factor, equation (3) 
1+ = dimensionless mixing length 

r = radial coordinate 
rw = tube radius 
r+ = dimensionless radial coordinate, ru* jv 

rw
+ = dimensionless tube radius, rwii*/i> 

Re = Reynolds number, equation (2) 
u = time averaged axial velocity 

"max = time averaged center-line velocity 
u* = friction velocity, V/T^TP 
u+ = ii/ii* 

u = mean axial velocity 
v = times averaged transverse velocity 

vw - suction velocity at wall 
ow

+ = Vw/W 
y = transverse coordinate, rw - r 

y+ = yu* jv 
It = viscosity 
p = density 
v = kinematic viscosity, M/P 

X = vu,
+y+/2 

T = shear stress 
TW = shear stress at wall 

Introduction 

Recently Kinney and Sparrow [l]2 analyzed turbulent flow, 
heat transfer, and mass transfer in a tube with surface suction. 
The Reynolds stress was expressed in terms of the mixing length 
model. In the wall region, the van Driest damping factor was mod­
ified to account for the effect of wall suction. However, this model 
predicts an increase in the turbulence level due to suction which 
is contrary to the experimental observation of Weissberg and Her­
man [2, 3, 4]. Apparently this motivated Merkine, Solan, and 
Winograd [5] to take an empirical route for the modification of 
the van Driest damping factor and their results agree better with 
the experiments. The purpose of this paper is to show that by 
proper interpretation of the damping factor modification suggest­
ed by Kinney and Sparrow, their results can be improved signifi­
cantly without additional empiricism. This is quite valuable in 
view of the fact that the damping factor concept originated by 
van Driest [6] is very useful in solving simple turbulent flow prob­
lems, and can be modified for solving some complicated problems 
[7, 8 among others]. 

Analys i s 
As shown by Kinney and Sparrow [1], continuity and momen­

tum equations along with the assumption of local similarity can 
be reduced to the following integro-differential equation: 

2 du*_ 
dy" dv 

Re 
2 w 
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York at Buffalo, Buffalo, N. Y. 
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-/VV«,*-v*Wv*}-^ (1) 
o r 

with the boundary condition u+ ~ 0 at y+ = 0. The Reynolds 
number Re and the momentum flux factor K are given by 

4 
R e = _!*£. = 2-

v 
«* = —:7 f n*(ru; -v+)rfv* (2) 

' w 0 

and 

K = 
Re' / "*2(>V-vW (3) 

An expression for the mixing-length will complete the statement 
of the problem. For an impermeable tube, the mixing-length can 
be written as [9, p. 568] 

• ^ = £ ^ { 0 . 4 ^ - 0 . 4 4 ( 7 ^ ) +0.24(-f-7) -

0.06(^ (4) 

where the van Driest damping factor 

DF = 1 - e x p (-yVA) (5) 

is obtained from the solution of Stokes' second problem, i.e., flow 
near an oscillating impermeable flat plate, Kinney and Sparrow 
[1] extended this concept by considering flow near an oscillating 
porous plate with suction at the wall. (This problem also has 
been studied by Nicoll, Strong, and Woolner [10].) They obtained 
the following expression for the damping factor: 
For suction 

,,* 4 1/2 1/2 
r[(A-4 + 4 ( - ^ ) ) + A'2] } (6) DF = 1 

w h e r e 

<p{-x-

X = v. t . V / 2 (7) 

Note that for the case of an impermeable tube, L'w+ = 0, equation 
(6) reduces to equation (5). 

It is essential to recognize an important difference between the 
case of an oscillating porous plate, and that of turbulent flow in a 
tube or over a stationary plate with a porous wall. In the case of 
an oscillating plate, the plate generates the oscillations which are 
damped as the distance from the plate increases. Turbulent fluc­
tuations in pipe flow (or over a stationary plate), on the other 
hand, are damped as the stationary pipe wall or plate is ap­
proached. Thus, the oscillating plate plays the role of the turbu­
lent core in pipe flow and the turbulent free stream in flow over a 
flat plate. Consequently, the oscillating plate can be viewed as 
facing the stationary wall and therefore, transverse flow toward 
the stationary wall (suction) is accompanied by transverse flow 
away from the oscillating plate. Conversely, transverse flow away 
from the stationary wall (injection) is accompanied by transverse 
flow toward the oscillating plate. Thus, when developing the 
damping factor expression, by solving the oscillating porous plate 
problem, the transverse velocity should be reversed. This requires 
the sign of uw in equation (6) to be changed. In this way, the 
damping direction is made compatible with the transverse flow 
direction. The corrected form of equation (6) is: 

DF = 1 - exp {X 7S-<*4 + « £ 
4 1/2 

X 
1/2 

2| } (8) 

(1) w h e r e 

X - V2 
and 

r* > 0 for suct ion 

vtl* < 0 for injection 

Equation (8) also can be written as 
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Fig. 2 Comparison of predicted and measured velocity profiles in turbu­
lent pipe flow with uniform wall suction 

where 

A, 

DF = 1 - e x p (-y'/AA 

1 

(9) 

(10) M - 77'* 7T~*T. TT^i 1 TTZ I7T 

2 l 8 l 64 ^F ' J 

Merkine , Solan, and Winograd used an expression suggested by 
Kays , Moffat, and T h i e l b a h r [7] on the basis of the i r exper imen­
tal d a t a for flat p la tes : 

4.42 
A, = 

0.17 (ID 

T h e d a m p i n g factor cons t an t s ob ta ined from equa t ions (10) and 

(11) are compared in Fig. 1. T h e theoret ica l result , equa t ion (10), 

and the empir ica l expression of Kays , et a l . [7] ind ica te the same 

trend—A-i increases for suct ion and decreases for injection. How­

ever, the expression of Kinney and Spar row shows t h e reverse 

t rend and in view of the a r g u m e n t s p resen ted in the foregoing and 

the avai lable expe r imen ta l evidence, should be corrected by 

changing the sign of uu,+ in the d a m p i n g factor expression. T h e 

corrected velocity profiles, shown in Fig. 2. agree qu i t e well with 

the exper imenta l d a t a of Weissberg and B e r m a n . 
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Fig. 3 Comparison of velocity profiles close to the wall of the porous 
pipe 

T h e d a m p i n g factor correction is more i m p o r t a n t in t h e region 

near the wall . Resul ts for the wall region are shown in Fig. 3. It is 

encouraging to note t h a t the resul ts ob ta ined from t h e present 

theory follow the expe r imen ta l d a t a very closely. 

We conclude from th is t h a t the van Driest d a m p i n g factor con­

cept, is qu i te useful and when modified properly to accoun t for t h e 

t ransverse velocity at the wall, it can be used successfully to pre­

dic t the velocity profiles and friction factors for t u r b u l e n t flow in 

a porous t u b e . An impor t an t point is t h a t by such a modif icat ion 

of the d a m p i n g factor we are able to predic t velocity profiles a n d 

friction factors for the turbulent , flow in a porous t u b e by using 

informat ion avai lable for t h e flow in an i m p e r m e a b l e t u b e . 
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Prediction of Heat Transfer in 
Turbulent Pipe Flow With 
Constant Wall Temperature 

I.S. Habib1 and T. Y. Na1 

""""2rl _ _A 
~R ~ dv* 

subject to the conditions 

\ r * ( l + ^ - ) ^ \ 
dr* 

diT_ 
dr* 

= 0 

(1) 

(2a) 

Nomenc la ture 

A4 = damping factor for eddy viscosity 
B+ = damping factor for eddy conductivity 

k = thermal conductivity 
/ = mixing length, ( + = IxT^Jp/ii 

Nu = Nusselt number 
Pr, PR = Prandtl number, i//« 

Pe = Peclet number, Pe = Re Pr 
p = static pressure 
q = heat flux 

Re, RE = Reynolds number, u(2R)/i> 
r = radial coordinate, r* = r\.-T^Jp/v 

St = Stanton number = Nu/(RePr) 
u = axial velocity, u+ = UxTZTfp 

v* = shear velocity = v'T^Jp 
x = axial coordinate, x* = X\'TW/p~jv 
y = transverse coordinate normal to wall, y - yx-Tw/p/v 
a = thermal diffusivity 

tm,th - kinematic eddy viscosity and eddy conductivity, re­
spectively 

8 = nondimensional temperature = (Tu, ~ T)/(TW - 7',.); 
»,,=(TW-Tb)/(TU,-Tc) 

v = kinematic viscosity 
p = density 
T = shear stress 

Subscripts 

6 = bulk 
c = center line 

w = at wall 

Introduction 
In the present note we employ a new mixing length model to 

analyze the turbulent heat transfer in pipes with constant wall 
temperature. The model was originally developed for boundary 
layer flows by Cebeci [l]2 and has been thoroughly described and 
employed before [2] in the analysis of the turbulent heat transfer 
in pipes with constant wall heat flux. The model was found to 
yield results for the Nusselt number and the temperature distri­
bution that are in excellent agreement with the existing experi­
mental data at low, medium, as well as at high values of the 
Prandtl number, and for Reynolds number exceeding 104. For the 
case of constant wall temperature, the model also yields results 
that are in excellent agreement with existing data over the same 
ranges of Prandtl number and Reynolds number. 

Analys i s 
In the present analysis we study the problem of steady-state 

heating and cooling of an incompressible Newtonian fluid inside a 
smooth circular tube. The boundary condition is that of a con­
stant wall temperature. The flow is considered to be turbulent 
with the temperature and velocity profiles fully developed. The 
fluid is assumed to have constant physical properties. Under 
these assumptions the momentum equation is written in the 
usual notations as follows: 

1 Professor of Mechanical Engineering. The University of Michigan-Dear­
born, Dearborn, Mich. 
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>-' = R*: i<* = 0 (2b) 

In equation (1) the expression for the shear stress at the wall, 
namelv 

I dl _ lli£ _ 2r*2 

p dx pR _ R 

has been used. 
Introducing from Prandtl mixing length theory the relation 

V 

2 dll^ 

dx* 

(3) 

(4) 

where y + = R+ - r+ , and integrating equation (1) once using 
boundary condition (2a). results in the following first-order differ­
ential equation for the velocity distribution 

, • 2 ( 1 - - M 

TTv7* = {7iTTF^i™7nTl] 
R* 

(5) 

subject to> ,+ = 0:u+ = 0. 
Following Seban and Shimazaki [3] where for fully developed 

turbulent flow we can write 

A ( T«- ~ T 

dx Tw ~ Tb 

the energy equation takes the form 

0 

e deh I 
7T ~T~t = TE~* ~\ ~T^ i(R' _ v*) ( 7T + €h 
6b dx (R - y ) dy Pr 

d6 

dx* 

with the conditions 

0 : (9 = 0 

R*: 9=1 

(6) 

} (7) 

(8«) 

(86) 

The integration of equation (7)3 using (8) results in the following 
equation for the temperature distribution. 

; ' ' ' 
•y (R* -x*")u*edy*"\dy*' 

e = o (R* - v ' H ^ T T + £»*) R* 

(R* ^P? 

j " (R* -x*")u*edy*"}dy*' 
R* 

(9) 

The mixing length model used in this study is that presented 
and discussed in references [1, 2], and it is a modified form of 
that used previously by Kinney and Sparrow [4], Using the form 
as presented in [1], and recalling equation (4), the expressions for 
tm and th become 

+ + 2 + 3 
^ = em* = (R*)2{0.4^ - 0 . 4 4 ( - ^ r ) + 0.24(-^-) 

v * 1 2 

0.06(^)1 DFm 
R aX 

where DFm = fl - exp (- —r) 1 
A 

(10) 

(11) 

2 Numbers in brackets designate Reference at end of technical brief. 
3 We note that when equation (7i is divided by u + 8, the left-hand side, 

(X/$(})(d6t,/dx'f ), becomes a function of x + only while the right-hand side is 
a function of >"" alone. For this to be true each side should equal to the 
same constant (\. This yields the variation of Bt> with x i as 0b ~ 
C2e

crxi\ where (\ is a constant ofintegration. 
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length presented in reference [1]. The temperature distribution is 
obtained from equation (9) by the method of successive substitu­
tion. It was found that in most cases no more than three substitu­
tions were needed for the solution to converge. With temperature 
and velocity distribution known, Nusselt number, then, was cal­
culated from equation (15). 

Representative results for Nusselt number and Stanton number 
are shown in Figs. 1 and 2 for Prandtl number equal to 0.02, 0.73, 
5.7, and 14.3. We plotted the present results "constant wall tem­
perature" along with the results of reference [2] "constant wall 
heat flux." The values of Nusselt numbers for Pr exceeding 0.72 
for both boundary conditions are virtually identical. However for 
Pr = 0.02 the constant wall temperature solution resulted in 
lower values for Nusselt number than the constant heat' flux. 
This is in agreement with the results presented in reference [5], 

As a final conclusion, we would like to indicate that the present 
model for eddy conductivity and eddy viscosity results in good 
agreement with the experimental data over a wide range of Pr 
and Re and for both constant wall heat flux and constant wall 
temperature. 
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with d = 34.96; C2 = 28.79; C3 = 33.95; C4 = 6.33; C5 = -1.186. 
Employing this model and using the definition of Nusselt num­

ber along with equation (9), we obtain the following expression for 
Nusselt number 

Nil = 
Pr Re R* 

2c+>(ir) (15) 

where 

<S(iT) = 
(R* - v ' ) ( - + £h

+ 
- / (R* -v,')irddyt"}dy* 

(16) 

Resul t s and Conclus ions 
The solution for the velocity distribution is obtained by numer­

ically integrating equation (5) using the expression for the mixing 
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Nomenc la ture 

At = surface area i 
dAi = differential element on surface i 

Fi-j = configuration factor from surface t to j 
I, m, n = directional cosines 

L = axial distance from surface 1 to 3 
Ri = radial dimension as specified in Fig. 1 

r, 6, Z = cylindrical coordinates 
X,Y,Z = cartesian coordinates 
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obtained from equation (9) by the method of successive substitu­
tion. It was found that in most cases no more than three substitu­
tions were needed for the solution to converge. With temperature 
and velocity distribution known, Nusselt number, then, was cal­
culated from equation (15). 

Representative results for Nusselt number and Stanton number 
are shown in Figs. 1 and 2 for Prandtl number equal to 0.02, 0.73, 
5.7, and 14.3. We plotted the present results "constant wall tem­
perature" along with the results of reference [2] "constant wall 
heat flux." The values of Nusselt numbers for Pr exceeding 0.72 
for both boundary conditions are virtually identical. However for 
Pr = 0.02 the constant wall temperature solution resulted in 
lower values for Nusselt number than the constant heat' flux. 
This is in agreement with the results presented in reference [5], 

As a final conclusion, we would like to indicate that the present 
model for eddy conductivity and eddy viscosity results in good 
agreement with the experimental data over a wide range of Pr 
and Re and for both constant wall heat flux and constant wall 
temperature. 
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GEOMETRIC DESCRIPTION FOR CONFIGURATION FACTORS 

MOTE: 

SURFACE 1 IS PARALLEL TO 

SURFACE 2 AND NORMAL TO 

THE AXIS OF SURFACE 3 

Fig. 1 

P = length of vector from dA, to dA, 
Oi = angle formed by normal to surface i and vector between 

surfaces i and j 

Using contour integration, radiation configuration factors are de­
rived and presented in closed form solution for the case of a dif­
ferential area to a parallel disk with conical blockage and for the 
case of the same differential element to the conical centerbody. 

Introduct ion 
With advancing technology, gas turbine cycle temperatures 

have risen to the degree that radiation has become a significant 
mode of heat transfer within internal engine cavities. Geometri­
cally, most cavities of interest can be modeled as cylinders or 
truncated cones with or without cylindrical or conical center-
bodies. Some of the configuration factors needed for analysis of 
such cavities are available in standard references such as the re­
port of Hamilton and Morgan [l] .3 Two geometries important to 
the analysis which have not been treated in the open literature, 
are the element to disk with conical blockage, and the element to 
truncated cone, both of which are shown in Fig. 1. 

The objective of this paper is to present the results of analysis 
done to evaluate the configuration factors for these two geome­
tries. These results were used to generate, by means of numerical 
integration, computer subprograms to evaluate the configuration 
factors for use in cavities having axial symmetry. 

Method of Ana lys i s 
Two methods of analysis were considered for evaluation of the 
configuration factors, direct integration and contour integration. 
Since contour integration of both geometries to be considered in­
volves only circular arcs and straight lines, it is the better of the 
two. 

The configuration factor between a surface area element dA1 

and a definite area A? is defined by the equation: 

1 r COS 91 COS &2 
F« dA, 

where p is the length of a vector between dA1 and c£42, and 0 and 
02 are the angles between this vector and normals to dAj and dA2, 
respectively. In the contour integration method the surface inte­
gral (1) is transformed to the line integral: 

F, L 
2tT 

H « , (} ' , - }-',) -- »H(Z2 - zx) 
' dX, 

(2) 

h(z2 -zt) AX, -AT,) 
(1Y, 

in i_( X2 / ; ( ! ' , I",) 

/)< 
IZ, (2) 

where Xu Yj, and Zi are the coordinates of dA], lj, nil, and rii 
are direction cosines of the normal to dAx, A2. V'a, and Z2 are the 
coordinates of points on the periphery of dA2 and p is the distance 
between cMi and the point (X2, Y2, Z2). 

For the coordinate system shown in Fig. i, dAj is located on the 
X axis with its normal parallel to the Z axis, A'i = rtj and Y*i = 0 
so that equation (2) reduces to: 

JV/A', (,V2 
F, 

2(7 •' 

H,)tiv. 

)' ZA 
(3r;) 

and in cylindrical coordinate 

Fa 
1 r R\ s in $2']/2 ~'T rz^h l ' 

277 ZA + R, 2/ / M 11 
(3/)) 

One final simplification can be made in unv n the Ainmetry 
of the problems about the X axis. Referring to 'quatmn I i| it is 
observed that both the denominator and tin \ m ltile \ 2 ha\e the 
same value at points of symmetry whereas thf 1 t, lablt l j iever.se 
sign. Since the integration is carried out ptoi ^tding m one direc­
tion around the contour, dY2 will have the Mini .ign at points of 
symmetry whereas dX2 will reverse sign. 1 IK IK I. result is that 
the portion of the line integral on the negative side of the X axis 
is equal to that on the positive side so that only the integrals on 
one side of the X axis must be evaluated. The closed contour will 
be obtained by doubling the integral for the half space contour. 

Solut ion 
From Fig. 1 it is clear that in solving the two problems, integra­

tion will be carried out along the three circular arcs dimensioned 
as R2, R3, Rf. The four lines required to complete the contours 
are shadow lines which are generated by intercepts between the 
disk and cone surfaces with the two planes which pass through 
the element dAj and are tangent to the cone. 

The tangent lines are seen to be lines of constant 0 which would 
pass through the apex of the truncated cone if it were extended. 
Working in the plane Z = 0, the angle, 8a, of these tangent lines 
is easily shown to be: 

R, 
ti„ COS (R,) 

(4) 

Referring to Fig. 2, the intercepts of the tangent planes with 
the plane Z = L are seen to be straight lines which are tangent to 
the circle r = R3, Z = L at 8 = ±8a. These lines which complete 
the contour of surface 2 are readily shown to intersect the circle r 
= R4, Z = L at 

t>„ + cos ( t r«u 
R, 

3 Number in brackets designate References at end of technical brief. Having defined the curves and break points needed for the con-
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tour integration, it remains to carry out the integration for each 
of the two problems. 

Configuration Factor for the Element to Annular Disk With 
Conical Blockage. The contour to be integrated is shown in Fig. 
2. Making use of the simplicity of the curves and the symmetry 
argument the complete integral is computed as twice the sum of 
the integrals from a to b, b to c, and c to d. The first of these, 
from a to b along the circular arc r2 = R3, Z2 = L, is computed 
using equation (3b): 

•> 1 " 
" " " ' ~ ' ' (6) f=iJ 2TJ- R./ 4- 1/ /V - 2R3Ri cos 62 

Defining a, = Ri2 + # i 2 + L2 and 0, = 2ft( Rj and dividing the 
first term in the numerator by the denominator gives: 

f" I f ' , 2 3 1 , J (7) 
« 3 - /33 cos 92 2 

Making use of standard integral tables and observing that 0:3 > 
03 because the denominator is the square of the radius vector 
gives: 

2 0„ 
f = JL { .JiL^ tan- , "^ ~ ̂  ta" f 1 - f } (8) 

lr *3 ~ ft 
Considering next the integral along the line b-c, it is readily 

shown that the equation of the line is given by: 

«3 ., , 1 
r2 = (- - x . ) Z, = L (9) 

cos $„ tan 0_ 

Using equation (9) to eliminate the variable X from equation 
(3a) the integral along the line b-c is reduced to a quadratic in Y2 
which integrates to give: 

R 
§ 

• « 2 

2 7 r v T S 7 r H ^ F + Li 
[ t a n " 1 ! 

V'7?i2 ~R22 
i> 

tan"1 { 
- fl32 + ^TjJ~=R2 (10) 

v'Cft3 -R2y + L< 

The final integral to be solved, from c to d along the circular 
arc r2 = Ri, Z2 = L, is again computed using the equation (36). 

r" 1_ r° RjjRj cos e2 ~RA)de2 

\. ~~ IT, \ 'JRj+L2 + Rf::l^R^cosl)~2 

Comparing equation (11) with equation (6) and making use of 
the definitions of a and 0 and equation (8) leads directly to the 
solution: 

(11) 

e. 

2TT X v ' a .2 

? f f 2 ^ T ^ f i ? tan ( ^ ) 

(12) 
Summing the terms (equations (8), (10), and (12)) and making 

use of equations (4) and (5), plus basic trogonometric relationships 
to reduce the solution to the basic variables yields the final re­
sult: 

1 
2n 

*.2 •R*' + Ll 

ii4\(RrTR^fTlJWr::rW~+^ 

tan 
A^i + ^3)2 + L2}(Rt -R,) 

JJ(RT:rR7f+ L2}(Rl + R.) 

Ki2 

tan" 

nAW^R^TI^W^li^TJT) 

l\S_R_i_^Ri)"
1 + L^lRtRj ~R2R, + jTjWZW)Uhr::li?)} 

[(/J, -Rij
r+l?][RiRi + R2R3 - v ^ v T ^ T ^ T I i ^ T n V ) ) 

(13) 

CONTOUR FOR DISK WITH BLOCKAGE 

eb=ea
+cos' l

R 3 
R4 

Fig. 2 

R*-R,. _ _ , : | t a n - i r iliLzR£±AWERl I 
T T v ' T f l T ^ l I F + T 2 ^ ' •JViprR2)i + L2 ' 

(13) 

tan" 

Configuration Factor for the Element to Truncated Cone. 
The contour to be integrated for the element to truncated cone 
configuration factor is shown in Fig. 3. As in the solution of the 
first problem the symmetry of the contour permits the configura­
tion factor to be computed as twice the sum of the integrals from 
e to /, / to g, and g to h. 

The first integral, from e to / along the circular arc r^ = R2, Z2 
= 0 is obtained from equation (3b). 

/ J^ faMRiS^Jk^MiWi (u) 
J
e 2TF ~\ R/ + Rj2 - 2R2Ri cos 82

 w ' 

Integration of equation (14), similar to the integration of equa­
tion (6), yields: 

J - 9.77 l 2n 
tan" 

Ri + R 
Rt - R 

M a n ( ^ ) ] } (15) 

The second integral is along the line / to g which is given by the 
equation: 

r. 
Z= ( 

Ro - R9 
= On (16) 

CONTOUR FOR TRUNCATED CONE 

Fig. 3 
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Again using equation (36) the integral is a quadratic form 
which is readily evaluated and reduced using equation (4) to 
yield: 

tan" 
>(R3 %12 +L2 

~W-~R7~ 
The third integral, from g to h along circular arc r2 = Rz, 

L was evaluated in the previous problem with the direction 
tegration reversed. Therefore using equation (8) gives: 

(17) 

Z2 = 
of in-

J„ 2TT l Vcv,2 
- 2R* 

ft: 
tan'1 f va ,2 M 

a . 
tan (•; 

The final solution is now obtained by summing the 
(equations (15), (17), and (18)) which, after reduction to 
variables yields the result: 

2 ' 

(18) 

terms 
basic 

v^ = 7{tan"1 J: 
R, + R, 

R, - R* 

R* -R? 

TR^Ri 
tan" HR3 Rif + L1 

R," -R, 

/RflT7^)2 + LmR^R^fTT1] 
tan" 

f\(Ri +R3)
2 + L2](Rj - R,) 

HRT^RT)2 + Lz](fl,7~fi7) } (19) 

Integrated Forms 
To complete the solution of the cavity problem it is desirable to 

extend the element, dAlt to an annular ring concentric with the 
centerbody. This is accomplished in a straight-forward manner 
using the equation: 

Rx i t . 
RtdRt (20) 

where Rim and R-no, are, respectively, the inner and outer radii 
of the annular ring. Because of the complexity of the differential 
configuration factor terms, Fd.ni, - AU\ as given by equations (13) 
and (19), numerical integration was used, to solve equation (20) 
for the two cases. Listings of the two Fortran computer programs 
which were written for this purpose for the ring to disk, 
RAID~-A{2), and for the ring to centerbody, FA(i} - AOI, are 
available upon request. 

In closing it should be noted that, within the limitations of 
axial symmetry, the centerbody may be divided into several axial 
subareas and the opposing disk may be divided into annular rings 
by standard view factor algebra techniques. View factor algebra is 
also used to determine the configuration factors to a fourth sur­
face which encloses the cavity. 
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The Effect of an Electric Field in 
the Presence of Noncondensable 
Gas on Film Condensation Heat 
Transfer 

A. K. Seth1 and L. Lee2 

Introduction 

This study describes the effect of a uniform electric field in the 
presence of noncondensable gas on film condensation heat trans­
fer to the outside of a horizontal tube. 

The effects of electric fields on film condensation have been 
studied by Choi [l],3 Velkoff and Miller [2], and, more recently, 
Holmes and Chapman [3]. They have found that the condensa­
tion heat transfer rate of Freon 113 or Freon 114 can be increased 
markedly by the application of an electric field. 

Choi condensed Freon 113 on the inside of a vertical tube with 
an electrode at the axis of the tube. By applying a uniform elec­
tric field, Choi found that the heat transfer coefficient could be 
increased by 100 percent. Velkoff and Miller condensed Freon 113 
on a flat plate which was parallel to electrodes with d-c potential 
applied. They found that the heat transfer coefficient could be in­
creased by 200 percent. More recently, Holmes and Chapman 
condensed Freon 114 on a grounded, inclined flat plate, with a 
nonuniform electric field produced by applying a voltage to a sec­
ond plate placed above the first at various angles. They found 
that the heat, transfer coefficients could be increased by as much 
as ten times as with no electric field applied when a voltage 
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above 40 KV was imposed. 
Othmer [5] has conducted a systematic experimental study of 

the effects of noncondensable gases on the condensation of steam 
when mixed with air. Empirical relationships between variables 
have been derived from the experiments and trial and error solu­
tions of heat transfer for several situations are given by [5, 6, 7]. 
Sparrow and Lin [8], and Minkowycz and Sparrow [9] obtained 
boundary layer solutions of film condensation with the presence 
of noncondensable gases for a variety of physical conditions. 
Their findings indicate that even with a small fraction of noncon­
densable gases, the heat transfer rate in film condensation may 
be reduced by 50 percent or more. 

Since it is difficult and expensive to eliminate all noncondensa­
ble gases in a bulk vapor, the ability to overcome their poisoning 
affect on heat transfer in film condensation with suitable electric 
fields appears to be significant. This paper reports the effect of 
electric fields on the film condensation of vapor Freon in the pres­
ence of air on the outside of a horizontal tube. 

Exper imenta l Apparatus and Procedures 
The experimental investigation was carried out in a condenser 

loop using Freon 113 as the test fluid. The experimental equip­
ment is shown in Fig. 1. 

During testing, Freon 113 was heated by a water bath with the 
temperature controlled by a 500 W heater, stirrer, and thermo­
stat. Freon 113 flowed from the boiler to the inlet chamber 
through a % in. ID copper tubing, around which heating tapes 
were wound to prevent Freon from condensing in the tubing. In­
side the condenser, Freon condensed on the outer surface of a 1 
in. ID horizontal copper tube, which was inside and concentric 
with a 2 in. OD glass tube, which makes up the condenser. Six 
copper constantan insulated thermocouples were embedded in the 
condensing surface to measure the surface temperature. The con­
densing surface was cooled by counterflowing cooling water. The 
condensation heat transfer rate was determined by accurate mea­
surement of the coolant flow rate and the coolant temperature in­
crease. 
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Again using equation (36) the integral is a quadratic form 
which is readily evaluated and reduced using equation (4) to 
yield: 

tan" 
>(R3 %12 +L2 

~W-~R7~ 
The third integral, from g to h along circular arc r2 = Rz, 

L was evaluated in the previous problem with the direction 
tegration reversed. Therefore using equation (8) gives: 
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The final solution is now obtained by summing the 
(equations (15), (17), and (18)) which, after reduction to 
variables yields the result: 
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Integrated Forms 
To complete the solution of the cavity problem it is desirable to 

extend the element, dAlt to an annular ring concentric with the 
centerbody. This is accomplished in a straight-forward manner 
using the equation: 

Rx i t . 
RtdRt (20) 

where Rim and R-no, are, respectively, the inner and outer radii 
of the annular ring. Because of the complexity of the differential 
configuration factor terms, Fd.ni, - AU\ as given by equations (13) 
and (19), numerical integration was used, to solve equation (20) 
for the two cases. Listings of the two Fortran computer programs 
which were written for this purpose for the ring to disk, 
RAID~-A{2), and for the ring to centerbody, FA(i} - AOI, are 
available upon request. 

In closing it should be noted that, within the limitations of 
axial symmetry, the centerbody may be divided into several axial 
subareas and the opposing disk may be divided into annular rings 
by standard view factor algebra techniques. View factor algebra is 
also used to determine the configuration factors to a fourth sur­
face which encloses the cavity. 
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The Effect of an Electric Field in 
the Presence of Noncondensable 
Gas on Film Condensation Heat 
Transfer 

A. K. Seth1 and L. Lee2 

Introduction 

This study describes the effect of a uniform electric field in the 
presence of noncondensable gas on film condensation heat trans­
fer to the outside of a horizontal tube. 

The effects of electric fields on film condensation have been 
studied by Choi [l],3 Velkoff and Miller [2], and, more recently, 
Holmes and Chapman [3]. They have found that the condensa­
tion heat transfer rate of Freon 113 or Freon 114 can be increased 
markedly by the application of an electric field. 

Choi condensed Freon 113 on the inside of a vertical tube with 
an electrode at the axis of the tube. By applying a uniform elec­
tric field, Choi found that the heat transfer coefficient could be 
increased by 100 percent. Velkoff and Miller condensed Freon 113 
on a flat plate which was parallel to electrodes with d-c potential 
applied. They found that the heat transfer coefficient could be in­
creased by 200 percent. More recently, Holmes and Chapman 
condensed Freon 114 on a grounded, inclined flat plate, with a 
nonuniform electric field produced by applying a voltage to a sec­
ond plate placed above the first at various angles. They found 
that the heat, transfer coefficients could be increased by as much 
as ten times as with no electric field applied when a voltage 

1 Project Engineer, Balcolnc.. Medford, Mass. 
2 Assoc. Professor. Department of Mechanical Engineering, University of 

Maine, Orono, Me. 
3 Numbers in brackets designate References at end of technical brief. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division October 29, 1973. 

above 40 KV was imposed. 
Othmer [5] has conducted a systematic experimental study of 

the effects of noncondensable gases on the condensation of steam 
when mixed with air. Empirical relationships between variables 
have been derived from the experiments and trial and error solu­
tions of heat transfer for several situations are given by [5, 6, 7]. 
Sparrow and Lin [8], and Minkowycz and Sparrow [9] obtained 
boundary layer solutions of film condensation with the presence 
of noncondensable gases for a variety of physical conditions. 
Their findings indicate that even with a small fraction of noncon­
densable gases, the heat transfer rate in film condensation may 
be reduced by 50 percent or more. 

Since it is difficult and expensive to eliminate all noncondensa­
ble gases in a bulk vapor, the ability to overcome their poisoning 
affect on heat transfer in film condensation with suitable electric 
fields appears to be significant. This paper reports the effect of 
electric fields on the film condensation of vapor Freon in the pres­
ence of air on the outside of a horizontal tube. 

Exper imenta l Apparatus and Procedures 
The experimental investigation was carried out in a condenser 

loop using Freon 113 as the test fluid. The experimental equip­
ment is shown in Fig. 1. 

During testing, Freon 113 was heated by a water bath with the 
temperature controlled by a 500 W heater, stirrer, and thermo­
stat. Freon 113 flowed from the boiler to the inlet chamber 
through a % in. ID copper tubing, around which heating tapes 
were wound to prevent Freon from condensing in the tubing. In­
side the condenser, Freon condensed on the outer surface of a 1 
in. ID horizontal copper tube, which was inside and concentric 
with a 2 in. OD glass tube, which makes up the condenser. Six 
copper constantan insulated thermocouples were embedded in the 
condensing surface to measure the surface temperature. The con­
densing surface was cooled by counterflowing cooling water. The 
condensation heat transfer rate was determined by accurate mea­
surement of the coolant flow rate and the coolant temperature in­
crease. 
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Fig. 1 Schematic diagram of experimental apparatus 

To apply a uniform, radial electric field to the condensing 
Freon, a wire gage was wrapped around the glass tube of the con­
denser. The wire gage was connected to a high voltage source and 
the condensing surface was grounded. This arrangement eliminat­
ed any effect of the electric field on the condensing surface ther­
mocouples. The condensed Freon 113 from the condenser was 
pumped back to the boiler. 

To change the fraction of air in the bulk Freon 113 vapor, a 
method of weight displacement was used. Since Freon vapor is 
heavier than air, at the same temperature and pressure, a bleed 
valve (see Fig. 1) at a higher elevation is an efficient way of re­
moving air. A gas chromatograph was used to determine the 
amount of air in the Freon vapor. A 1000 microlitre, gas tight, hy­
podermic syringe was used to collect samples. The needle was 
used to penetrate into the boiler through an opening covered by a 
rubber cup. At least two samples of gas were taken for each run. 

Resul t s and D i s c u s s i o n 
Visual Observation. Before applying the electric field, the 

film was allowed to become very quiet and streamlined. The con-
densated Freon formed drops on the bottom of the condensing 
tube which separated from the tube after they grew to a certain 
size. By the application of an electric field, the separation rate of 
a drop became less while the number of drops increased. The 
shape of drops changed from spherical to ellipsoidal. Also, a wave 
like pattern of condensate was observed on the condensing surface 
with ridges of condensate flowing downward. Choi [1] observed 
the film breaking into drops on a vertical tube in the presence of 
an electric field, and predicted that at extremely high field inten­
sities, the fluid would break away from the condensing surface in 
fine jets. In this study, no such phenomenon was observed. Differ­
ences in the geometry of the condensing surface between this 
study and Choi's or an insufficiently high field intensity may be 
the cause of the departure from his prediction. 

Experimental Results. Fig. 2 shows that a high percentage of 
air in the bulk Freon vapor causes a reduction of heat transfer to 

APPLIED VOLTAGE* X 0 0 0 kv 

Fig. 2 Ratio of measured heat transfer coefficient and theoretical Nus-
selt's prediction (h/h0) versus percentage air content 
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the tube surface that far outweighs the increase of heat transfer 
to be expected from the thinning of the film caused by the elec­
tric field. For example, ratio of measured heat transfer coefficient 
and theoretical Nusselt's prediction (h/hr,) at 10 percent of air 
only varies from 0.14 with OKV to 0.26 with 25 KV. This com­
pares with an increase of h/ho from 1 to 1.6 with no air present 
and the same change of field voltage. A 15 KV field causes about 
the same increase of heat transfer as the decrease that is caused 
by 1.8 percent air since h/ho remains 1.0. At around 3 percent air 
with 25 KV, the effect of the electric field and air concentration 
at the interface are again of the same magnitude since h/ho 
equals 1.0. 

From the experiment results, we may conclude that though the 
presence of noncondensable gases in the bulk Freon vapor with or 
without an electric field decreases the film condensation heat 
transfer, the electric field may be used as a means to overcome 
the poisoning effect of noncondensable gases when only a small 
fraction of noncondensable gases are present and to substantially 
increase heat transfer when no noncondensable gas is present. 
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Nomenclature i 

D = diameter of injection holes measured normal to the 
coolant flow 

H = center to center transverse spacing of injection holes 
h/h0 = ratio of heat transfer coefficients for the equivalent two-

dimensional slot with and without film cooling at the 
same location and mainstream conditions 

L = distance from injection to origin of wall heating 
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Fig. 1 Schematic diagram of experimental apparatus 

To apply a uniform, radial electric field to the condensing 
Freon, a wire gage was wrapped around the glass tube of the con­
denser. The wire gage was connected to a high voltage source and 
the condensing surface was grounded. This arrangement eliminat­
ed any effect of the electric field on the condensing surface ther­
mocouples. The condensed Freon 113 from the condenser was 
pumped back to the boiler. 

To change the fraction of air in the bulk Freon 113 vapor, a 
method of weight displacement was used. Since Freon vapor is 
heavier than air, at the same temperature and pressure, a bleed 
valve (see Fig. 1) at a higher elevation is an efficient way of re­
moving air. A gas chromatograph was used to determine the 
amount of air in the Freon vapor. A 1000 microlitre, gas tight, hy­
podermic syringe was used to collect samples. The needle was 
used to penetrate into the boiler through an opening covered by a 
rubber cup. At least two samples of gas were taken for each run. 

Resul t s and D i s c u s s i o n 
Visual Observation. Before applying the electric field, the 

film was allowed to become very quiet and streamlined. The con-
densated Freon formed drops on the bottom of the condensing 
tube which separated from the tube after they grew to a certain 
size. By the application of an electric field, the separation rate of 
a drop became less while the number of drops increased. The 
shape of drops changed from spherical to ellipsoidal. Also, a wave 
like pattern of condensate was observed on the condensing surface 
with ridges of condensate flowing downward. Choi [1] observed 
the film breaking into drops on a vertical tube in the presence of 
an electric field, and predicted that at extremely high field inten­
sities, the fluid would break away from the condensing surface in 
fine jets. In this study, no such phenomenon was observed. Differ­
ences in the geometry of the condensing surface between this 
study and Choi's or an insufficiently high field intensity may be 
the cause of the departure from his prediction. 

Experimental Results. Fig. 2 shows that a high percentage of 
air in the bulk Freon vapor causes a reduction of heat transfer to 
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the tube surface that far outweighs the increase of heat transfer 
to be expected from the thinning of the film caused by the elec­
tric field. For example, ratio of measured heat transfer coefficient 
and theoretical Nusselt's prediction (h/hr,) at 10 percent of air 
only varies from 0.14 with OKV to 0.26 with 25 KV. This com­
pares with an increase of h/ho from 1 to 1.6 with no air present 
and the same change of field voltage. A 15 KV field causes about 
the same increase of heat transfer as the decrease that is caused 
by 1.8 percent air since h/ho remains 1.0. At around 3 percent air 
with 25 KV, the effect of the electric field and air concentration 
at the interface are again of the same magnitude since h/ho 
equals 1.0. 

From the experiment results, we may conclude that though the 
presence of noncondensable gases in the bulk Freon vapor with or 
without an electric field decreases the film condensation heat 
transfer, the electric field may be used as a means to overcome 
the poisoning effect of noncondensable gases when only a small 
fraction of noncondensable gases are present and to substantially 
increase heat transfer when no noncondensable gas is present. 
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M = p2"2/p„ "„ , injection parameter 
n = power law coefficient in u/ux — (y/S)1" where $ is the 

boundary layer thickness 
Re= = />„ u„> ^ / M „ , mainstream Reynolds number 

i> = width normal to the coolant flow of equivalent slot 
T = absolute temperature 
u = velocity 
x = distance downstream from point of injection 

Xo,, xo = distance upstream of injection point to apparent 
boundary layer origin with, and without film cooling, 
respectively 

a = angle of injection 
T)C

 = effectiveness of adiabatic film cooling on a hole center 
line 

M = dynamic viscosity 
p = fluid density 

MEASURED [ 3 ] 

PREDICTED 

X„ = 20 3 

0.2 0 4 06 10 12 14 1 6 

Subscripts 
0 = without film cooling injection 
i = with film cooling injection 
2 = at the exit of a coolant injection hole 

00 = of the mainstream 
* = at the reference state, P„ . T* 

Gas film cooling is presently being employed to protect com­
bustion chambers and gas turbine blades from the high tempera­
ture gases passing over their surfaces. In these and other practical 
situations where the film cooled surface is not adiabatic it is nec­
essary to assess the effect of the injected coolant on the convec-
tive heat transfer coefficient in order to predict the surface tem­
perature. A simple model is presented here which predicts the ef­
fect of injection from a row of holes on the downstream heat 
transfer coefficient. 

With film cooling from a transverse row of inclined circular 
holes, the flow disturbances generated by the jets of injected fluid 
give rise to lateral variations in surface heat transfer coefficients. 
In practical situations, heat conduction within the cooled surface 
will reduce any lateral variations in surface temperature which 
are induced by the laterally varying heat transfer, and the use of 
laterally averaged values will be adopted here, thus effecting a 
considerable simplification by reducing the problem to its two-
dimensional equivalent. This equivalent system is assumed to be 
a flush slot, inclined at the same angle to the surface as the row 
of holes, from which coolant is ejected with the same mass and 
momentum fluxes as the laterally averaged values from the row of 
holes. The temperature and density of the coolant, and the main­
stream conditions, are taken to be the same for both the row of 
holes and the slot. Equality of mass and momentum fluxes for the 
row of holes and the equivalent slot requires the injection param-

MEASURED [ 3 ] 

- PREDICTED 
X0= 20 3 cm 

n = 6 

J I _ l _ 
0 0.2 0 4 0.6 0 8 10 1.2 1.4 1.6 

M 

Fig. 1 Effect of injection rate on heat transfer and effectiveness at 15.1 
hole diameters downstream 

Fig. 2 Effect of injection rate on heat transfer and effectiveness at 37.4 
hole diameters downstream 

eter M to be the same for the slot as for a coolant hole. With this 
constraint the width S of the equivalent slot is irD2/AH. The heat 
transfer coefficients can be predicted using the theory of Wilson 
and Goldstein [1J,4 which assumes that the effect of injection on 
heat transfer can be accounted for by a shift in the virtual origin 
of the turbulent boundary layer. For air, fluid property variations 
are approximated by assuming n a T016 and p a T'1, and by 
employing the reference temperature of Eckert [2]. Using this, 

A 
fro 

= (-
1 - + L 0.79'S7T' 

.V + A'„ 

+ L 0.79(Kf> 

(1) 

The magnitude of x0; is determined by examining the coolant's 
mass and momentum addition to the boundary layer, and the 
subsequent alteration of momentum thickness at the slot. Aver­
aging the mass and momentum injection rates in the transverse 
direction, the theory in [1] reduces to 

0 .7 9 

v D ' 

where 

-"-C,A/Re« 

C, 

O" -M—2- cos a J 

(2) 4.35(10) 

The prediction of equations (1) and (2) are compared at two 
different locations in Figs. 1 and 2 with the laterally averaged 
measurements of Eriksen and Goldstein [3], who injected coolant 
from a row of circular tubes inclined at 35 deg to the main stream 
and spaced three dia between centers. The measured center-line 
adiabatic film cooling effectiveness r/c from [3] is also shown, and 
it is apparent that when M exceeds a critical value of about 0.5, 
the effectiveness decreases abruptly, and the heat transfer coeffi­
cient shows a sharp rise, possibly due to increased boundary layer 
mixing induced by the coolant flow. For values of the injection 
rate less than this critical value, the theoretical predictions for 
h/ha are in good agreement with experiment, while at higher in­
jection rates the theory underestimates the effect of film cooling 
on heat transfer. At rates of coolant injection near and above this 
critical blow-off condition the boundary layer model employed 
here is probably no longer valid and its prediction of the mini­
mum in h/h0 may be fortuitous. 

In a situation involving a film cooled turbine blade, the small 

4 Numbers in brackets designate References at end of technical brief. 

Journal of Heat Transfer MAY 1974 / 259 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



decrease in h/h0 below unity observed in the experiments of Erik-
sen and Goldstein may be considerably augmented by fluid prop­
erty variations. Using (1) and (2) to estimate the effect of fluid 
property variations on a typical film cooled turbine blade, pre­
dicted a decrease in h/ho several times that observed in Eriksen 
and Goldstein's experiments. Because the theory outlined here 
employs only a simple reference temperature model for variable 
property effects, further refinements are necessary to accurately 
determine the importance of these effects. 
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Comparison of Nusselt Number 
and Drag Coefficient of Screen-
Covered and Smooth Cylinders in 
Crossflow 

R. L. Gorton1 and J. T. Ratcliffe2 

Nomenc la ture 

A = smooth cylinder surface area, ft2 

Cu = drag coefficient, j ^ J L - p ^ 

D = smooth cylinder diameter, ft. 
F = drag force on cylinder, lb 
k = thermal conductivity, Btu/hr-ft-F 

deg 
L = cylinder length, ft 

Nu = Nusselt number, ~ ^ D £ ~ 
MTS - T,) 

q = heat transfer rate from cylinder, 
btu/hr 

Re = Revnolds number, 
M 

p = air density, lb/ft3 

Tf = air stream temperature, deg F 
Ts = average temperature of cylinder 

surface, deg F 
V = air stream velocity, ft/sec 

Introduct ion 
The work reported here is an initial evaluation of an easily con­

structed heat transfer enhancement surface: screen wire rough­
ness attached to a smooth surface. In this use screen wire appar­
ently provides both turbulence promotion and surface extension 
by the wire. Additionally, design flexibility is easily achieved be­
cause screen wire is readily obtainable in a wide variety of mate­
rials, wire sizes, mesh sizes, and weave patterns. 

This study had as its purpose comparison of heat transfer and 
drag results obtained from a variety of screened surfaces to those 
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Fig. 1 Screened cylinder heat transfer results 

obtained from a smooth surface. The configuration chosen was a 
horizontal cylinder in air crossflow. This is a commonly occurring 
practical geometry, and well established smooth cylinder results 
are available for comparison to experimental results obtained 
here. 

Copper tube and copper screen were chosen because these are 
easily joined to provide good thermal contact. The screen mesh 
sizes were rather arbitrarily chosen on the basis of practicality 
and availability. 

Experimental Apparatus and Procedure 
For this initial evaluation, square weave copper wire screen of 

10, 20, and 30 meshes per in. (0.025, 0.016, and 0.013 in. wire dia, 
respectively) were selected. These were attached by soldering uni­
formly to 5% in. lengths of 1% in. OD copper tube. 

Three tubes were constructed for heating by electric cartridge 
heaters. Five thermocouples were used for surface temperature 
measurement. 

The test cylinders were mounted in a 12-ft section of 6 x 12 in. 
flat oval duct. Mounting was by attachment of insulating end 
plugs to support arms extending from a plate above the duct. 

Power input to the cartridge heater was determined from volt­
age and current measurements, and power level was adjusted 
with a variable transformer. 

The test cylinders were mounted on a calibrated spring balance 
arrangement and inserted into a 6-in. round duct for drag deter­
mination. 

More complete description of the experimental apparatus is 
contained in reference [l] .3 

To provide reference information, heat transfer results were ob­
tained for all three of the test cylinders before screen was applied. 
The cylinders then had screen attached and were tested to pro­
vide screened cylinder results. 

From the measured results, Reynolds number, Nusselt number, 
and Drag coefficient were determined. 

Resul t s and Di scuss ion 
Experimental heat transfer results are shown in Fig. 1. The 

smooth cylinder results represent the average of the results from 
the three separate unscreened cylinder tests. Only minimal varia-

' Numbers in brackets designate References at end of technical brief. 
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decrease in h/h0 below unity observed in the experiments of Erik-
sen and Goldstein may be considerably augmented by fluid prop­
erty variations. Using (1) and (2) to estimate the effect of fluid 
property variations on a typical film cooled turbine blade, pre­
dicted a decrease in h/ho several times that observed in Eriksen 
and Goldstein's experiments. Because the theory outlined here 
employs only a simple reference temperature model for variable 
property effects, further refinements are necessary to accurately 
determine the importance of these effects. 
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practical geometry, and well established smooth cylinder results 
are available for comparison to experimental results obtained 
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easily joined to provide good thermal contact. The screen mesh 
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Fig. 2 Drag results 

tion among heat transfer results was obtained from the individual 
smooth cylinders. This lack of variation demonstrated that the 
bare cylinders were free of any thermal dissimilarity due to con­
struction differences. 

The average smooth cylinder results were approximately 22 
percent higher than the low turbulence Hilpert correlation (2 per­
cent turbulence), but were below the higher turbulence (7-18 per­
cent) results of Comings, et al. [2], 

The remaining three curves of Fig. 1 are results of the screened 
cylinder test and can be compared to the smooth cylinder curve 
for determination of Nusselt number increases due to screen ap­
plication. 

The Nusselt number for all cylinders were nearly equal at low 
values of Reynolds number. With increasing Reynolds number, 
the Nusselt numbers increased at different rates, the greatest rate 
of increase being obtained with the coarsest mesh (10 x 10) 
screened cylinder. At the highest Reynolds number the increases 
were 84 percent for the 10 mesh, 68 percent for the 20 mesh and 
44 percent for the 30 mesh screened cylinders. 

The curves are seen to deviate from the straight line relation­
ship shown for the smooth tube results. The straight line result 
may be represented by an expression of the form 

Nu = C Re° 

for constant Prandtl number. The deviation indicates that the 
exponent, a, is not a constant, but is itself a function of Reynolds 
number for the screen roughened tubes. 

Results from the drag experiment are presented in Fig. 2. The 
difference among the curves lies roughly within the uncertainty 
level of the experiment. The dominant point is that large in­
creases in drag due to screening of the smooth cylinders were not 
measured. The probable explanation is that in the Reynolds 
number range of the experiments, pressure drag is the major com­
ponent of total drag on cylinders. Surface roughening had an ap­
parent effect on total drag at less than the 10 percent level due to 
the dominance of pressure drag and the rather minor influence of 
skin friction. This result is similar to that of Achenbach [3, 4] 
who reported measurement of friction contribution to total drag 
on roughened cylinders in the 2-6 percent range. 

S u m m a r y and Conclus ions 
The results of this experiment show that significant increases 

in Nusselt number can be realized by employing screen type 
roughness elements on cylinders in crossflow. Increases up to 84 
percent were achieved with the 10 x 10 screen at the highest 
Reynolds number. 

Nusselt number increases were found to be a function of screen 
mesh size, the coarsest mesh producing the greatest increase. At­
tempts to find an effective diameter or equivalent roughness 
which would allow correlation of the results were not successful. 
Additionally, it was not possible to separate the portion of the 
heat transfer increase due to surface extension from that due to 
increased turbulence. The effect of the added surface appears to 
be of secondary importance since the smallest heat transfer in­
creases were realized with the 30 mesh screen, which provided the 
greatest area increase of the three screens used. 

The Nusselt number of gains were achieved with only minimal 
increase in drag coefficient. 
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I Conductance of Packed Spheres 
in Vacuum1 

M, M. Yovanovich2 The authors have made an important 
contribution to a very important and complex mechanical-ther­
mal problem- The mechanical problem is (he major obstacle, be­
cause it depends upon mechanical forces acting upon the contact 
areas and the stress distribution due to these forces. The mechan­
ical forces are (unciions of the sphere diameter distribution and 
the packing of the spheres. The stress distribution is a complex 
function of the physical properties of the spheres, and certain 
geometric parameters: sphere diameter, wall thickness, contact 
radius to sphere diameter ratio, and, very important, the contact 
radius to wall thickness ratio. 

Equation (1), therefore, is valid for solid spheres, and may be a 
good approximation for "thick" wall spheres, but it is, no doubt. 
inappropriate for "thin" wall spheres. The demarcation between 
thick and thin walls is, at present, not available. Thus equation 
(1) should be usee! with caution to predict the contact radius 
whenever mechanical forces are small, i.e., contact radius much 
smaller than sphere diameter, and smaller than the wall thick­
ness. For large mechanical forces, i.e., contact radius comparable 
or greater than the wall thickness, equation (1) cannot be used. 
These statements apply to uncoated spheres. The mechanical in­
teraction of coated spheres is even more complex, and the use of 
equation (1) of the previously published paper is questionable for 
all mechanical loads. 

The thermal analysis of the constriction resistance of a single 
solid sphere presented by the authors is identical to that of Ka-
ganer [9],3 and must be considered to be an approximate solution 
limited to uncoated solid spheres under very light loading. The 
author's parameter Sn, defined by equation (20) and its values 
shown in Table 1, exhibit a peculiar behavior as (r,/r0) increases 
for all values of (t.'ra). Can the authors give a physical explana­
tion for this odd phenomenon'.' 

Kaganer [9] proposed an alternate method for predicting the 
effect of packing upon the apparent conductivity. Have the au­
thors compared the two methods? 

In this paper the following expression is given: 

R ••=• (l/7r/ks) In [1 / tan (00/2)] (55) 

for the total resistance "for the special case of a thin-shell sphere, 
the heat flow being considered to be one-dimensional, having two 
isothermal contact regions diametrically opposite each other." 
Equation (55), as used by the authors, is not the exact solution 
for the thermal problem they have considered. The actual prob-

1 Bv ('. 1C Chan and (.'. L. Tien, published in the Aug. 1973 issue of 
• lOCRNAI, OF HKAT TRANSFER, TRANS. ASME. Series C, Vol. 95, No. 
:i pp. 302X08. 

2 Professor. University ot Waterloo, Waterloo, Ontario, Canada. 
3 Numbers in brackets designate Additional References at end of Discus­

sion. 

T a b l e S C o m p a r i s o n of e q u a t i o n (56) a n d values 
g iven in Fig. 4 

r,ir„ = 10- ; ; 

t'n 1 0 . 1 0 .01 0 .001 
(k„'k) X 10» equat ion 

(56) 9 .95 9 .52 6 .64 1.65 
(Fig. 4) X 10' Chan-

Tien 10 - 9 . 9 - 8 . 6 ~ 1 . 9 
r,,//-,, = 10"'-
(ka'bS) X 103 equation 

(56) 9 .65 7 .35 2 .17 0 .27 
(Fig. 4) X 10 > Chan-

Tien 10 - 8 . 5 ~ 2 . 5 - 0 . 3 2 

lem. and the derivation of equation (55) can be found in reference 
110], 

It is, however, interesting to note that equation (55) with An as 
defined by the authors is in very good agreement with their con­
stant heat flux solution for (t/r0) - 10 3 and fry/roJ ranging from 
10 3 to 10' 2. 

In my correspondence with Cunnington [11] and Tien (12), I 
proposed as an approximate solution for the apparent conductivi­
ty of hollow microscpheres the following expression: 

(kjk,) = ( r c / r „ ) / [ l + (2/n)(rc/t) In L 1/tan («/2)J (56) 

where a = r/ (rrfr0), and n is an empirical parameter depending 
upon the ratio (t/r0) and it ranges between 20 and 40. It is ob­
vious that (r,/t) can be written as the product of (rr/ro) and On/ 
t), so that (ka/k,J depends upon (r,./r0). (t/r0) and i) only. 

Equation (56) is based upon a thermal model which considers 
the constriction resistance due to the contact areas as well as the 
resistance of the walls. Thus, equation (56) includes the resistance 
given by equation (55). Equation (56) shows explicitly the impor­
tance of the geometric parameters upon the apparent conductivi­
ty. It agrees remarkably well with the test data of reference [4] of 
the previously published paper. Table 3 shows the comparison 
between equation (56) and the values given by Chan and Tien in 
Fig. 4. The comparison is made at (rc/ro) equal to 10" 3 and 10"2 

with r\ = 40. The agreement between equation (56) and the re­
sults of the analysis presented in this paper is very good consid­
ering the assumptions which were used. Equation (56) underpred-
icts the apparent conductivity because it is based upon the sim­
ple cubic packing. Face-centered cubic and body-centered cubic 
packings will increase the values predicted by equation (56), and 
the agreement will be better than shown in Table 3. 

It is recommended that fundamental analytical and experi­
mental studies be undertaken to resolve the complex mechanical 
problem. Having solved the mechanical problem, the thermal 
problem should then be reexamined to see whether the solutions 
presented in this paper are valid for the entire range of (rv/ro) 
and (t/r0). Until that time the results of this paper and equation 
(56) should be considered to be approximations, valid for small 
fr,./r0), and equation (1) of the previously published paper can 
only be used for predicting f/v/ro) when (t/ro) is large. 

Addit ional References 
9 Kaganer, M. G., "Contact Heat Transfer in Granular Material 

Under Vacuum," Journal of Engineering Physics, Vol. 11, No. 1, 1966. pp. 
30X36. 

10 Yovanovich, M. M., "A General Expression for Predicting Conduc­
tion Shape Factors." AIAA Paper No. 73-121. AIAA 11th Aerospace Sci­
ences Meeting, Washington, D. C„ Jan. 10-12. 1972. 

11 Cunnington. G. R.. personal communication. 
12 Tien. C. L.. persona! communication. 

Authors ' Closure 

Professor Yovanovich's comments constitute an excellent addi­
tion to the paper. The authors are indebted to him for his interest 
and contributions. 

The microsphere insulation is seldom subjected to extremely 
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Table 4 Comparison between equat ions (57) 
and (50) 

Body Face 
Simple centered centered 

Numerica l factor cubic cubic cubic 

3.125,4.'1 (equa­
t i o n s ? ) 1.32 1.87 2 .09 

sPa - M2) I ;-
(equation 50) 1.34 1.93 2 .68 

high compressive loads. For moderate loading pressure (say P ~ 
104N/M2), the contact radius (rc/r0 ~ 10"2) is still much smaller 
than the normal wall thickness (t/r0 ~ 10" J) of hollow micro­
spheres. On this basis, the Hertz formula as given in equation (1) 
is a legitimate approximation for the hollow microspheres. As in­
dicated in the paper, as well as Professor Yovanovich's comment, 
an exact stress analysis for hollow spheres in contact is not avail­
able at present. 

The parameter SH shown in Table 1 was obtained by taking the 
ratio of R2/R2''. Both R2 and /(V are computed to an accuracy of 
three significant figures in the series summation of equations (23) 
and (24). Thus SH is accurate only to two significant figures and 
not four significant figures as given in the table. The numerical 
fluctuation of SH for increasing values of (t/ro) is caused by dif­
ferent truncation errors in summing up both series. The authors 
wish to apologize for the misleading figures shown in Table 1. 

The expression in reference [9] for the apparent conductivity of 
granular material is 

k = 3.l2 6s
i/3ksp

U3E-in (3) 

This expression indicates the same dependence of k on ks, P, and 
E as equation (50) in the paper. The only difference between the 
two expressions is the numerical factor which is a function of po­
rosity. As a matter of interest, the numerical factors of these two 
expressions are computed for the three regular packing patterns 
and for M = 0.22. The comparison is shown in Table 4. 

It is interesting to note that the present analysis compares very 
well with Kaganer's results except for the face centered cubic ar­
rangement. The discrepancy is probably due to the different 
physical models employed. 

Local Free Convection to Non-
Newtonian Fluids From a Hor­
izontal, Isothermal Cylinder1 

T. Y. Na2 The authors have contributed greatly in investigat­
ing, both analytically and experimentally, the problem of natural 
convection of power-law fluids over external surfaces. I would like 
to bring to the attention of the authors an analysis of the exis­
tence of similarity solutions of the same problem3 which the au­
thors seem to have overlooked in their literature survey. 

Author's Closure 

The authors are gratified at the interest shown in this paper by 
Professor Na. 

1 By C. C. Gentry and D. E. Wollersheim, published in the Feb. 1973 
issue of JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C Vol. 
96, No. 1, pp. 3-8. 

2 Professor, School of Engineering, University of Michigan, Dearborn. 
Mich. 

3 Na, T. Y. and Hansen, A. G., "Possible Similarity Solutions of Laminar 
Natural Convection Flow of Non-Newtonian Fluids," International Journal 
of Heat and Mass Transfer, Vol. 9, 1966, pp. 261-262. 

The excellent reference cited by Professor Na, which deals with 
similar solution existence criteria for free convection from verti­
cal, isothermal flat plates to non-Newtonian fluids, confirms the 
findings by Acrivos [7] for the case in which the inertial terms ap­
pearing in the momentum equation are not neglected. In the 
present paper, experimental data are compared with similar and 
integral solution results under the restrictive condition that 
iVpriari"*'0, which is tantamount to neglecting the momentum 
equation inertial terms. 

I Vapor Flow in Cylindrical 
Heat Pipes1 

L. S. Galowin,2 L. S. Fietcher,3 and M. J. DeSantis4 The 
authors have presented an interesting theoretical analysis for flow 
properties within a cylindrical heat pipe utilizing finite difference 
techniques for solution of the governing differential equations. 
Transformation of the dependent variables to the stream function 
and the vorticity, results in an elliptic partial differential equa­
tion for analysis of confined flow within a heat pipe. Solutions of 
such equations almost always appear to be wholly dependent 
upon the stipulation of the initial velocity profiles, and therefore 
the results are sometimes quite arbitrary. It would be instructive 
if the authors would compare their results with other methods of 
solution for pipe flows with mass addition/removal at the walls. 

The Bankston and Smith analysis differs from the results of a 
recent experimental investigation of laminar flow in a porous pipe 
with uniform wall suction, and a recent theoretical analysis of 
laminar flow in a porous pipe with variable wall suction. The sig­
nificant differences are the assumption of a uniform velocity at 
the wall as compared to nonuniform wall velocities in the con­
denser section of the heat pipe, and the numerical results indicat­
ing that the pressures fall rather than rise in the condenser sec­
tion of the pipe. 

An experimental investigation of the pressure variations occur­
ring in incompressible laminar flow in a closed end porous tube 
with uniform wall suction as a model for the condenser of a heat 
pipe has been conducted by Quaile and Levy [21 ].5 In addition to 
the presentation of experimental data for pressure variations, 
theoretical "similarity" and "inlet" solutions were shown for 
comparison. Both the experimental data and the reported theo­
retical solutions over a small range of radial Reynolds numbers 
indicated an increasing pressure in the condenser region. 

The analysis of Galowin and DeSantis [12] for laminar pipe 
flow in a porous wall cylinder has been extended for the heat pipe 
condenser section to incorporate the boundary condition of vari­
able wall suction as a model for vapor condensation [22]. This 
analysis shows excellent agreement with the experimental data of 
Quaile and Levy [21] and further substantiates the rise in pres­
sure in the porous tube. This excellent comparison between ex­
periment and theory indicates that the assumption of variable 
wall suction provides the representative boundary condition at 
the porous tube wall. Separation and reverse flows were not men­
tioned in the report of the experimental investigation nor in the 
recent theoretical analysis. Perhaps the experimental technique 
adopted [21] suppressed the development of the separation re­
gions exhibited in the Bankston and Smith analysis. The choice 

1 By C. A. Bankston and H.J. Smith, published in the Aug. 1973 issue of 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 95, No. 
3, pp. 371-376. 

2 Engineering Consultant, ENER-G Associates, Clifton, N, J. Mem. 
ASME. 

3 Assoc. Professor, Mechanical, Industrial & Aerospace Engineering, Rut­
gers University, New Brunswick, N.J. Mem. ASME. 

4 Scientific Consultant, Lyndhurst, N. J. 
5 Numbers in Brackets designate Additional References at end oi Discus­

sion. 
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Table 4 Comparison between equat ions (57) 
and (50) 

Body Face 
Simple centered centered 

Numerica l factor cubic cubic cubic 

3.125,4.'1 (equa­
t i o n s ? ) 1.32 1.87 2 .09 

sPa - M2) I ;-
(equation 50) 1.34 1.93 2 .68 

high compressive loads. For moderate loading pressure (say P ~ 
104N/M2), the contact radius (rc/r0 ~ 10"2) is still much smaller 
than the normal wall thickness (t/r0 ~ 10" J) of hollow micro­
spheres. On this basis, the Hertz formula as given in equation (1) 
is a legitimate approximation for the hollow microspheres. As in­
dicated in the paper, as well as Professor Yovanovich's comment, 
an exact stress analysis for hollow spheres in contact is not avail­
able at present. 

The parameter SH shown in Table 1 was obtained by taking the 
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not four significant figures as given in the table. The numerical 
fluctuation of SH for increasing values of (t/ro) is caused by dif­
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wish to apologize for the misleading figures shown in Table 1. 

The expression in reference [9] for the apparent conductivity of 
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This expression indicates the same dependence of k on ks, P, and 
E as equation (50) in the paper. The only difference between the 
two expressions is the numerical factor which is a function of po­
rosity. As a matter of interest, the numerical factors of these two 
expressions are computed for the three regular packing patterns 
and for M = 0.22. The comparison is shown in Table 4. 

It is interesting to note that the present analysis compares very 
well with Kaganer's results except for the face centered cubic ar­
rangement. The discrepancy is probably due to the different 
physical models employed. 
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convection of power-law fluids over external surfaces. I would like 
to bring to the attention of the authors an analysis of the exis­
tence of similarity solutions of the same problem3 which the au­
thors seem to have overlooked in their literature survey. 

Author's Closure 

The authors are gratified at the interest shown in this paper by 
Professor Na. 

1 By C. C. Gentry and D. E. Wollersheim, published in the Feb. 1973 
issue of JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C Vol. 
96, No. 1, pp. 3-8. 

2 Professor, School of Engineering, University of Michigan, Dearborn. 
Mich. 

3 Na, T. Y. and Hansen, A. G., "Possible Similarity Solutions of Laminar 
Natural Convection Flow of Non-Newtonian Fluids," International Journal 
of Heat and Mass Transfer, Vol. 9, 1966, pp. 261-262. 

The excellent reference cited by Professor Na, which deals with 
similar solution existence criteria for free convection from verti­
cal, isothermal flat plates to non-Newtonian fluids, confirms the 
findings by Acrivos [7] for the case in which the inertial terms ap­
pearing in the momentum equation are not neglected. In the 
present paper, experimental data are compared with similar and 
integral solution results under the restrictive condition that 
iVpriari"*'0, which is tantamount to neglecting the momentum 
equation inertial terms. 

I Vapor Flow in Cylindrical 
Heat Pipes1 

L. S. Galowin,2 L. S. Fietcher,3 and M. J. DeSantis4 The 
authors have presented an interesting theoretical analysis for flow 
properties within a cylindrical heat pipe utilizing finite difference 
techniques for solution of the governing differential equations. 
Transformation of the dependent variables to the stream function 
and the vorticity, results in an elliptic partial differential equa­
tion for analysis of confined flow within a heat pipe. Solutions of 
such equations almost always appear to be wholly dependent 
upon the stipulation of the initial velocity profiles, and therefore 
the results are sometimes quite arbitrary. It would be instructive 
if the authors would compare their results with other methods of 
solution for pipe flows with mass addition/removal at the walls. 

The Bankston and Smith analysis differs from the results of a 
recent experimental investigation of laminar flow in a porous pipe 
with uniform wall suction, and a recent theoretical analysis of 
laminar flow in a porous pipe with variable wall suction. The sig­
nificant differences are the assumption of a uniform velocity at 
the wall as compared to nonuniform wall velocities in the con­
denser section of the heat pipe, and the numerical results indicat­
ing that the pressures fall rather than rise in the condenser sec­
tion of the pipe. 

An experimental investigation of the pressure variations occur­
ring in incompressible laminar flow in a closed end porous tube 
with uniform wall suction as a model for the condenser of a heat 
pipe has been conducted by Quaile and Levy [21 ].5 In addition to 
the presentation of experimental data for pressure variations, 
theoretical "similarity" and "inlet" solutions were shown for 
comparison. Both the experimental data and the reported theo­
retical solutions over a small range of radial Reynolds numbers 
indicated an increasing pressure in the condenser region. 

The analysis of Galowin and DeSantis [12] for laminar pipe 
flow in a porous wall cylinder has been extended for the heat pipe 
condenser section to incorporate the boundary condition of vari­
able wall suction as a model for vapor condensation [22]. This 
analysis shows excellent agreement with the experimental data of 
Quaile and Levy [21] and further substantiates the rise in pres­
sure in the porous tube. This excellent comparison between ex­
periment and theory indicates that the assumption of variable 
wall suction provides the representative boundary condition at 
the porous tube wall. Separation and reverse flows were not men­
tioned in the report of the experimental investigation nor in the 
recent theoretical analysis. Perhaps the experimental technique 
adopted [21] suppressed the development of the separation re­
gions exhibited in the Bankston and Smith analysis. The choice 

1 By C. A. Bankston and H.J. Smith, published in the Aug. 1973 issue of 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 95, No. 
3, pp. 371-376. 

2 Engineering Consultant, ENER-G Associates, Clifton, N, J. Mem. 
ASME. 

3 Assoc. Professor, Mechanical, Industrial & Aerospace Engineering, Rut­
gers University, New Brunswick, N.J. Mem. ASME. 

4 Scientific Consultant, Lyndhurst, N. J. 
5 Numbers in Brackets designate Additional References at end oi Discus­

sion. 
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ERRATA 
An errata on D. J. Wilson and R. ,J. Goldstein, "Effect of Film 

Cooling Injection on Downstream Heat Transfer Coefficients in 
High Speed Flow," published in the November, 1!ln, issue of 
the JOURNAL OF HEAT TRANSFER pp. 505-50!). 

Equation (4) has been stated incorrectly. It should be written 

-0.268 
(4(1) 

where C1 is the skin friction coefficient for a constant property flow. 
To avoid the problem of having to evaluate e at the reference 

state equation (4a) is combined with the constant property integral 
momentum equation, integrated and then evaluated at the refer­
ence state to yield 

(- 0 182 - -0.21 '=-t~ _____ . __ (p"l~) 
2 - 10 1i.'oS (n;) iL" (4b) 

Combining (4b) with the integral momentum equation for a com­
pressible boundary layer, 

dt! 
dx 

equation (5) in the paper can be obtained. 

(4c) 

The authors regret that in condensing the derivation of equation 
(5), that (4) was incorrectly stated. 

Copyright © 1974 by ASME Transactions of the ASME 

Downloaded 25 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


